Ultrafast Vibrational Frequency Shifts Induced by Electronic Excitations: Naphthols in Low Dielectric Media
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ABSTRACT: We study the solvent-induced frequency shifts of the OH-stretching mode of 1-naphthol and 2-naphthol in nonpolar/weakly polar solvents, subject to electronic excitation, with ultrafast UV/mid-infrared pump–probe spectroscopy and theoretical modeling based on Pullin’s perturbative treatment of vibrational solvatochromic effects. The model is parametrized at the density functional theory (DFT) level, including the B3LYP/TZVP and TD-B3LYP/TZVP descriptions, for the naphthol chromophores in the S1- and 1Lb-states and accounts for both the static and the optical dielectric response of the solvent on time scales comparable to that of the OH-stretching vibrational motions. The favorable comparison between experimental and theoretical values of the solvent-induced vibrational frequency shifts suggests that the ultrafast dielectric response of the solvent contributes predominantly to the solvatochromic shifts in solvents of moderate polarity where specific solute—solvent interactions are absent.

1. INTRODUCTION

Photoacidity is a term that was coined to highlight a unique property of aromatic alcohols, namely, that they show a pronounced increase in acidity upon electronic excitation.1–6 Changes in acidity for photoacids dissolved in water range from ΔpKa = pKp (S1) − pKa (S0) ≈ 5.7,8 This gives rise to excited state proton transfer reactions thereby enabling studies of their ultrafast dynamics.9–11 While much research has been devoted to proton transfer in photoacid–base complexes in the gas phase,12–17 recent experimental and theoretical evidence support hydrogen transfer mechanisms instead of the expected proton transfer, with a net electron and proton transfer with bases like amines.18–20 In contrast, photoacids typically release a proton in solvents with a high dielectric constant, most notably in water.21 To understand such net separation of the positively charged proton and the negatively charged photobase, solvation of the reaction products must be of major importance.22 As such, to explain photoacidity one should not only aim for a quantitative determination of the intrinsic electronic density effects affected by photoexcitation23–25 but also for a full exploration of the microscopic parameters governed by solvation. Studying the coupling between the electronic and nuclear degrees of freedom of a solute embedded in a solvent by UV/vis spectroscopy is well established.26–28 Solvation of photoacid molecules has been investigated using electronic spectroscopy and analyzed with semiempirical descriptions based on linear free energy relationships, such as the Kamlet–Taft approach.29–32 However, solvation can also be probed by looking at the frequency position of the vibrations of a solute,33–36 where the solvatochromic frequency shifts are typically 2 orders of magnitude smaller than those observed by electronic spectroscopy. The hydrogen stretching vibrations of the proton donating hydroxyl OH or (protonated) amine NH3+ groups would provide a direct insight into the local interactions of photoacid molecules.

We present experimental and theoretical results of transient IR spectroscopy of the OH-stretching mode of 1-naphthol (1N) and 2-naphthol (2N) (see Scheme 1), the two prototype photoacids.37–39 In order to understand the basic intrinsic electronic charge redistribution as well as solute—solvent couplings, we first discuss results in solvents of low polarity, where specific solute—solvent interactions, i.e., hydrogen bonds, are understood not to take place. Quantum chemical calculations on 1N and 2N are presented to estimate the changes in electron density distributions caused by electronic excitation. We then analyze the solute—solvent couplings by the Onsager solvation model, where the solute is represented by a point dipole embedded in a spherical Onsager cavity interacting with a dielectric continuum representing the surrounding solvent molecules.40–44 While the experimental vibrational frequency shifts for weakly hydrogen bonded molecular systems in the electronic ground state have been linked to a perturbation theory of the solvated oscillator potential,45–47 no such relationship describing how the observed frequency shifts are related to molecular parameters exists for the excited state. We follow the (steady-state) perturbative description by Pullin43–47 and refine it with the time-dependent theory by van der Zwan and Hynes48 to take into account the effects of solvent shell rearrangements. We then compare the experimentally measured solvent-induced OH stretching frequency shifts of 1N in the S0- and S1-states with theoretical predictions using quantum chemical calculations, as well as with previously reported results obtained on 2N.49 Finally, we discuss the differences observed between 1N and 2N.
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2. METHODS: THEORY AND EXPERIMENT

2.1. Computational Methods. Geometry optimization and calculations of ground state molecular properties, including electronic energies, transition dipole moments, electrostatic potential (ESP) atomic charges, dipole moments, dipole derivatives with respect to normal modes, vibrational normal modes, and solvation energies were obtained at the DFT (B3LYP/TZVP) level of theory, as implemented in Gaussian 09.50 Analogous excited state calculations were performed at the TD-DFT (B3LYP/TZVP) level. The polarizable continuum model (PCM) was used for computations of solvation energies and for geometry optimization in dielectric continuum media.

The order of the excited states, 1La and 1Lb, in the energy ladder and for geometry optimization in dielectric continuum media.

model (PCM) was used for computations of solvation energies

TD-DFT (B3LYP/TZVP) level. The polarizable continuum

energies were obtained at the DFT (B3LYP/TZVP) level, including dipole moments as well as the first and second dipole derivatives.

The anharmonic force constant and the harmonic constant were calculated by the anharmonic vibrational analysis implemented in the Gaussian 09 program using the keyword freq=anharmonic. For the anharmonic vibrational analysis, the HF/6-31g method was used for the ground state, and the CIS/6-31g method was used for the excited state. Once the first derivatives of the dipole moment with respect to the kth normal mode (\( \mu_k = \partial \mu / \partial Q \)) were calculated by the keyword IOP(7/33 = 1) in Gaussian 09, the second dipole moment derivatives were computed as follows:

\[
\frac{\partial^2 \mu_k}{\partial \mu Q_j} = \sum_i \frac{\partial \mu_i}{\partial x_i} l_{ik}
\]

where \( l_{ik} \) is the transformation matrix from the Cartesian coordinate to the normal mode coordinate, and the derivative in the Cartesian coordinate \( \partial(\mu_i)/(\partial x_i) \) was calculated numerically by finite differences

\[
\frac{\partial(\mu_i)}{\partial x_i} = \frac{\mu_i(x_i + \delta x_i) - \mu_i(x_i - \delta x_i)}{2\delta x_i}
\]

2.2. Experimental Methods. 1-Naphthol (99%), 2-naphthol (99%), n-hexane, cyclohexane, C2Cl4, CHCl3, CH2Cl2, and 1,2-dichloroethane (Reagent Plus; ≥99%) were all purchased from Aldrich. Steady-state electronic absorption spectra were recorded with a double-beam UV/vis spectrometer (Perkin-Elmer), and emission spectra were recorded with a spectrophotometer (Spex Fluorolog).

We observe a significantly lower emission quantum yield and a deviation of the emission band shape compared to that of the other solvents in CHCl3 and C2Cl4 (total fluorescence quenching was observed in CCl4), which unfortunately precludes the precise determination of the electronic Stokes shift in these solvents. The quenching behavior of some halocarbon solvents with naphthalene and its derivatives has previously been reported in the literature 53,54 and is tentatively ascribed to a special exciplex interaction between these halocarbon solvents and the aromatic system in the S1-state, thereby shortening the electronic excited state lifetime.

Ultrafast infrared spectra were recorded using an experimental setup described previously.55 Electronic excitation of 1N and 2N was achieved with pulses (3 μs, 50 fs) generated by sum frequency mixing of the fundamental of a 1 kHz amplified Ti:sapphire laser (Tsunami oscillator with Spitfire Pro regenerative and booster amplifier stages; Spectra Physics) and visible pulses generated by a noncollinear optical parametric amplifier (NOPA). The excitation wavelength was tuned to the lowest energy peak of the \( ^1L_0 \) transition for each solvent thereby ensuring minimal excess energy (318 to 330 nm). The pump pulses were sent to a delay line and then focused onto the sample with a beam diameter of approximately 200 µm. Tunable mid-infrared pulses were generated by a double-pass optical parametric amplification followed by difference frequency mixing of signal and idler. The probe and reference pulses were obtained using reflections from a ZnSe wedge and focused onto the sample by means of an off-axis parabolic mirror (focal diameter, 150 µm). The probe and reference pulses were dispersed in a polychromator (8–10 cm\(^{-1}\) resolution), and spectrally resolved absorbance changes were recorded simultaneously for each shot using a liquid nitrogen cooled HgCdTe double array detector (2 × 31 pixels). The time resolution was determined to be 150 fs based on the cross-correlation between the UV-pump and IR-probe pulses measured in a ZnSe semiconductor placed at the sample position. A peristaltic pump was used to circulate the sample through a flow cell (1 mm thick CaF2 windows separated by a 300 µm thick Teflon spacer) to guarantee that a new sample volume was excited for every laser shot. Concentrations of only 20 mM were used in order to minimize the self-association found to occur in the nonpolar solvents such as n-hexane or cyclohexane. In addition, given the formation of a photoproduct sticking to the cell window, a well-known phenomenon in aromatic systems with electron donating substituents,56,57 the sample holder was moved up and down during the measurement. Also, the electronic and steady-state infrared spectra were monitored before and after the measurement to ensure that the nature of the solution did not change.
The solutions used in the experiments were checked for water contamination. Furthermore, the effect of water was verified through a controlled experiment where known quantities of water were added to a solution of 1N in CH$_2$Cl$_2$. It was found that the complexation constant was quite small and that water did not change the nature of the OH-stretching band of uncomplexed 1N.

3. SOLVENT-INDUCED VIBRATIONAL FREQUENCY SHIFTS: PULLIN—VAN DER ZWAN—HYNES PERTURBATIVE APPROACH

Theoretical descriptions of solvent-induced vibrational frequency shifts have often relied on a perturbative approach, where the solute—solvent interaction is treated as a perturbation to the vibrational Hamiltonian of a gas phase molecule. When a detailed microscopic description of the solute—solvent interaction is not available, solvent continuum models are of use. Kirkwood and Bauer and Magat were the first to use the Onsager reaction field model of a point dipole representing the solute embedded in a spherical cavity surrounded by a continuous solvent medium characterized by a macroscopic dielectric constant. Pullin generalized this perturbative approach for polyatomic polarizable molecules with anharmonic vibrational potentials, dissolved in a continuum solvent with a frequency-dependent dielectric constant. Buckingham similarly used an explicit quantum chemical treatment of a diatomic molecule embedded in a continuum solvent with a frequency-dependent dielectric constant. His analytical expressions for solvent-induced vibrational frequency shifts have been used extensively and refined by others. They enable the relative contributions of solvent polarity ($\epsilon_0$) and solvent polarizability at optical frequencies ($\epsilon_\infty$) to be estimated. Recently, this approach has been applied to weakly hydrogen-bonded cases.

Pullin’s and Buckingham’s derivations are closely related, except for the starting points in defining molecular Hamiltonians and the estimation of the dielectric constants for different contributions in the expressions for the solvent-induced vibrational frequency shifts. However, while the microscopic meaning of the different constants in Buckingham’s expressions is not straightforward for polyatomic molecules, Pullin’s expression makes the extension to polyatomic molecules with off-diagonal anharmonicities straightforward. We therefore apply Pullin’s derivation of the solvent-induced vibrational frequency shifts, and extend it with the van der Zwan—Hynes relationship to describe a time-dependent reaction field induced by the point dipole altered by electronic excitation. Even though we discuss solvent-induced frequency shifts of 1N and 2N in solvents without explicit hydrogen bonding of the OH-group, this approach can be extended to hydrogen bonding solvents as well, provided that a proper expression for the vibrational potential of the OH-stretching modes of hydrogen-bonded complexes can be defined.

In the following, we present the analytical expressions for the time-dependent solvent-induced vibrational frequency shift, following the derivation of Pullin and the time-dependent extension as defined by van der Zwan and Hynes.

3.1. Morse Potential. The Morse vibrational potential in the gas phase of the molecular system $V_i(Q)$ can be written as a Taylor expansion along vibrational coordinate $Q$ as

$$V_i(Q) = D_i(1 - e^{-\alpha_i Q})^2 = \frac{1}{2!}V_i^0 Q^2 + \frac{1}{3!}V_i^0 Q^3 + \ldots$$

where $D_i$ is the dissociation energy of the $i$th electronic state, and $\alpha_i = (V_i^0/2D_i)^{1/2}$. Note that for uncomplexed 1N or 2N, we assume that the anharmonic coupling between the OH-stretching mode with the other normal modes (i.e., cubic force constants $V_i^0$) can be discarded in the Taylor expansion of eq 3. For this, we rely on the large body of information accumulated with ultrafast infrared spectroscopy of vibrational modes in liquid solution, where the vibrational dephasing and vibrational relaxation rates can be properly explained with an anharmonic OH-stretching mode coupled to a heat bath comprising overdamped low-frequency solvent modes. The quadratic force constant $V_i^0$ and cubic force constant $V_i^0$ of the Morse potential are then

$$V_i^0 = 2D_i\alpha_i^2$$
$$V_i^{00} = -6D_i\alpha_i^2$$

3.2. Solvation of Morse Potential by the Onsager Point—Dipole Model. The dipole response of the medium surrounding the spherical Onsager cavity (with a radius $a_i$) formed by the polar photoacid molecule results in a reaction field $R_i(Q)$ that interacts with the molecule. The solvation energy is

$$V_i(Q) = -\frac{1}{2} \mu_i(Q) R_i(Q) = V_i^0 + V_i^0 Q + \frac{1}{2} V_i^{00} Q^2 + \ldots$$

where $\mu_i(Q)$ is the molecular dipole moment, that is dependent on the nuclear coordinate $Q$. Using a Taylor expansion along the normal coordinate, this becomes

$$\mu_i(Q) = \mu_i^0 + \mu_i^1 Q + \mu_i^{00} Q^2 + \ldots$$

where $\mu_i^0$ is the permanent dipole moment of the solute, with $\mu_i$ and $\mu_i^1$ being the first and second derivatives of the dipole moment along the vibrational coordinate $Q$, respectively. The reaction field then becomes

$$R_i(Q) = f_0 \mu_i^0 + f_\infty \mu_i^{00} Q + f_\infty \mu_i^{00} Q^2 + \ldots$$

where $f_0$ and $f_\infty$ are the functions of the static dielectric constant $\epsilon_0$ and the optical dielectric constant $\epsilon_\infty$, respectively.

$$f_0 = \frac{1}{\alpha_i^3 \left( \frac{2\epsilon_0 - 2}{2\epsilon_0 + 1} \right)} = \frac{1}{\alpha_i^3} F_0$$
$$f_\infty = \frac{1}{\alpha_i^3 \left( \frac{2\epsilon_\infty - 2}{2\epsilon_\infty + 2} \right)} = \frac{1}{\alpha_i^3} F_\infty$$

The optical dielectric function $f_\infty$ is related to the static dielectric function $f_0$ by

$$f_\infty = f_0 + f_\infty'(Q - Q^*)$$

where $Q^*$ is the new equilibrium bond length of the Morse potential in solution. From the equations presented above, the following quantities can be readily identified:

$$f_{\text{tot}} = f_0 - f_\infty$$
$$F_0 = \frac{2\epsilon_0 - 2}{2\epsilon_0 + 1}$$
$$F_\infty = \frac{2\epsilon_\infty - 2}{2\epsilon_\infty + 2}$$
At the new equilibrium point and thus, the new equilibrium length

By grouping terms by order $Q$ and comparing them to the Taylor expansion coefficients, we find

According to eq 4c, at the equilibrium point in solution ($Q = Q^*$), $f_\infty = f_0$, one finds

The solvated Morse potential then becomes

The first derivative of $V_{sol}(Q)$ is

At the new equilibrium point

and thus, the new equilibrium length $Q^*$ is

The second derivative of $V_{sol}(Q)$ is

By substituting eq 7 into eq 8, we obtain

By substituting eqs 5a and 5b into eq 10b, we obtain

where

3.3. Vibrational Frequency Shifts Due to Solvation. We are now able to define the solvent-induced vibrational frequency shift as

where $\Delta \nu_0 = \nu_0' - \nu_0^*$ is the difference between the vibrational frequency in solution ($\nu_0'$) and in the gas phase ($\nu_0^*$). By substituting eq 11b into eq 12, we obtain

where

Substituting eqs 4c–d and $V_i = k = 4\pi^2 m \nu_0^2$ into eq 13, we find that $\Delta \nu$ shows a linear dependence on $F_0$

The slope of this linear relationship between $\Delta \nu$ and $F_0$ is given by

and the intercept is derived to be

Formally, $F_\infty$ is also solvent-dependent, as the dielectric constant at optical frequencies is related to the refractive index through the relationship $\varepsilon_\infty = n^2$. However, the variation of the refractive
3.5. Vibrational Frequency Shifts Due to Electronic Excitations. For the OH-stretching mode of 1N and 2N in the electronic excited state, we have to consider the role of solvent reorganization (solvation dynamics) expected to take place on ultrafast time scales. Ultrafast solvation dynamics of solute chromophores is a topic that has been extensively explored during the past several decades.26–28,74–76 Electronic excitation of a solute implies the rearrangement of electronic charge density within the solute chromophore. Because of the solute—solvent coupling, the surrounding solvent shells respond to this electronic excitation with an instantaneous component due to the electronic hyperpolarizability and noninstantaneous components due to nuclear dynamics. A multitude of models with different degrees of sophistication have been developed to describe the time-dependent solvent reorganization.28 We follow the established van der Zwan—Hynes approach48 to incorporate a time-dependent reaction field into the expressions for the time-dependent solvent-induced vibrational frequency shifts upon electronic excitation of a solute.

\[ R(t) = f_{\infty}(\mu_s(Q) + f_{so}(\mu(t)) \]

where

\[ \mu(t) = \mu_s^0(1 - z(t)) + \mu_s^e z(t) \] (17a)

In this expression, the time-dependent dipole moment \( \mu(t) \) takes into account the finite dielectric response of the solvent by a time-dependent change from \( \mu_s^0 \) to \( \mu_s^e \), where \( \mu_s^0 \) and \( \mu_s^e \) are the permanent dipole moments in the electronic excited and ground states, respectively. \( z(t) \) is the solvation coordinate changing from \( z(t = 0) = 0 \) at the initial solvent configuration of the chromophore in the \( S_0 \)-state, to \( z(t = \infty) = 1 \), when the equilibrium solvent configuration for the chromophore in the \( S_1 \)-state has been reached. The following solvation correlation function \( C(t) \) is connected to the time-dependent solvation coordinate \( z(t) \)33–35

\[ C(t) = \frac{\Delta \nu^e(t) - \Delta \nu^e(t = \infty)}{\Delta \nu^e(t = 0) - \Delta \nu^e(t = \infty)} = 1 - z(t) \] (18)

Repeating \( \mu_s(Q) \) in eq 17 using eq 4a, we find

\[ R(t) = f_{\infty}(\mu_s^0 \mu_s^Q + \mu_s^e Q^2 + \ldots) + f_{so}(\mu(t)) \] (19)

By replacing eq 4b by eq 19 and performing a derivation similar to that in eqs 5–13, we obtain the following time-dependent solvent-dependent vibrational frequency shift:

\[ \frac{\Delta \nu^e(t)}{\nu_0^e} = \frac{f_{\infty}}{2\nu_0^e} \left( g_e + \mu_s^0 \mu_s^e + \mu_s^e \mu_s^e \right) + \frac{f_{so}}{2\nu_0^e} g_s(\mu(t)) \]

(20)

At long delay times, solvent shell reorganization is fully established, i.e., when \( z(t = \infty) = 1 \), so we can simplify using \( \mu(t) = \mu_s^e \) giving

\[ \Delta \nu^e = \frac{F_{\infty}}{8\pi^2 \mu_0^2 \alpha_g^2} \left( \mu_s^0 \mu_s^e - \frac{V_0^e}{\nu_0^e} \mu_s^e \mu_s^e \right) \]

\[ + \frac{f_{so}}{8\pi^2 \mu_0^2 \alpha_g^2} \left( \mu_s^0 \mu_s^e + \mu_s^e \mu_s^e \right) \]

(21)

Table 1. Dielectric Constants and Refractive Indices for the Solvents Used in This Study

<table>
<thead>
<tr>
<th>solvents</th>
<th>( \varepsilon_0 ) (lit)</th>
<th>( n ) (lit)</th>
<th>( n (3337 \text{ cm}^{-1}) ) ± 0.015</th>
<th>( \varepsilon_\infty ) (3337 cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-hexane</td>
<td>1.8799</td>
<td>1.418</td>
<td>2.011</td>
<td></td>
</tr>
<tr>
<td>e-hexane</td>
<td>2.0243</td>
<td>1.455</td>
<td>2.117</td>
<td></td>
</tr>
<tr>
<td>C(_2)Cl(_4)</td>
<td>2.28</td>
<td>1.457</td>
<td>2.123</td>
<td></td>
</tr>
<tr>
<td>CHCl(_3)</td>
<td>4.806</td>
<td>1.408</td>
<td>1.982</td>
<td></td>
</tr>
<tr>
<td>CH(_2)Cl(_2)</td>
<td>8.93</td>
<td>1.379</td>
<td>2.020</td>
<td></td>
</tr>
<tr>
<td>1,2-DCE</td>
<td>10.0</td>
<td>1.408</td>
<td>1.982</td>
<td></td>
</tr>
</tbody>
</table>

Values taken from ref 97.
The Journal of Physical Chemistry A

3.6. Ratio of Vibrational Frequency Shifts: Excited State/Ground State. To summarize, the solvent-dependent vibrational frequency shift of the OH-stretching marker mode of 1N or 2N in electronic state \( i \) can be approximated as a linear function of \( F_0 \) with a slope \( S_\ell \) governed by molecular parameters \( V_i, V_i', \mu_i, \mu_i ' \), and \( \mu_i '' \), as well as the Onsager cavity size \( a\_c \). In the derivation, the vectorial properties of the molecular dipole moment and its derivatives are taken into account. As the molecular parameters of the solute vibrational potential (\( V_i, V_i' \)) and solute dipole moment (\( \mu_i, \mu_i ' \)) in electronic state \( i \) can be calculated with ab initio quantum chemical methods, and the Onsager cavity size \( a\_c \), can be estimated within Onsager’s reaction field theory, one can then calculate the absolute solvent-dependent vibrational frequency shifts by using eq 15 for the \( S_0 \)-state and eqs 20 or 21 for the time-dependent and long time values for the \( S_1 \)-state. We will compare the experimental values obtained for the solvent-dependent frequency shifts for the OH-stretching modes of 1N and 2N with theoretical predictions using the above-defined formalism in section 5. Here, it is useful to compare the experimental and theoretical values for the ratio of slopes in the plot of \( \Delta \nu \) as a function of \( \nu \) for 1N or 2N in the electronic excited state to that in the ground state. From eqs 22 and 16, we derive

\[
\frac{S_e}{S_g} = \left( \frac{\mu_e^* \cdot \mu_e - V_e^*}{V_e^*} \right) \left( \frac{\mu_0^* \cdot \mu_0}{V_0^*} \right)^3 \left( \frac{a_g}{a_e} \right)^4
\]

where the Onsager cavity radius \( a_c \) can be derived from the Onsager solvation energy \( V_s \) as follows:

\[
V_s^i = - \frac{\mu_i^2}{a_c^4} \frac{F_0}{2}
\]

In addition to that, the relative importance of instantaneous vs noninstantaneous contributions in the time-dependent vibrational frequency shift in the electronic excited state can be estimated from the ratio of the early time-dependent shift (\( t = 0 \)) vs the long time shift (\( t = \infty \))

\[
\sigma \equiv \frac{\Delta \nu^i (t = 0) - \Delta \nu^i (t = \infty)}{\Delta \nu^i (t = \infty)}
\]

\[
= \frac{F_0 - F_\infty}{F_0} \left[ \left( \frac{\mu_e^* - V_e^*}{V_e^*} \right) \cdot \left( \frac{\mu_0^* - \mu_e^*}{V_e^*} \right) \right] \cdot \left[ \frac{\mu_0^* - \mu_e^*}{V_e^*} \right]
\]

4. RESULTS

4.1. Nature of Electronic Excitation to the \( 1L_b \)-State. The two lowest-lying electronic transitions for naphthalene were determined by Platt and designated as \( 1L_a \) and \( 1L_b \) (see Figure 2). The transition dipole moments of these two electronic excitations are polarized perpendicularly to each other. The \( 1L_a \)-transition dipole moment is oriented through the short-axis along the central C=C bond connecting the two aromatic rings, and the forbidden \( 1L_b \)-transition dipole points along the long through-bond axis. The addition of an OH-group at the \( \alpha \)- or \( \beta \)-position to form 1N or 2N breaks the symmetry, thereby mixing the two electronic states with a concomitant change in relative energy spacing and in relative magnitudes of transition dipole moments. In 1N, one observes a large spectral overlap between the two transitions. The origin absorption transition to the \( S_1 \)-state (\( 1L_b \)) is located at 31 095 cm\(^{-1}\), whereas the electronic absorption band of the \( S_2 \)-state (\( 1L_a \)) starts in the region around 33 200 cm\(^{-1}\). For 2N, the first two electronic excited singlet states are clearly separated in energy. The origin absorption of the \( S_0 \rightarrow S_1 \) (\( S_0 \rightarrow 1L_a \)) transition of 2N is located at 30 342 cm\(^{-1}\) in n-hexane, whereas the second \( S_0 \rightarrow S_2 \) (\( S_0 \rightarrow 1L_b \)) electronic transition is reached at 35 137 cm\(^{-1}\).

We now present results from the quantum chemical calculations of the electronic ground and excited states of 1N and 2N. We have to distinguish between two possible stable rotamer geometries with different orientations of the O–H bond vector relative to the aromatic ring, denoted as cis- and trans-, respectively. Previous calculations have shown that while the nature of the electronic transitions of naphthalene is conserved for 1N, in 2N, significant mixing between the two states occurs. Our quantum chemical calculations of the electronic ground and excited states of 1N and 2N support these findings. The \( 1L_a \)-excited state obtained from our TD-DFT calculations is identified by referring to the orientation of the electronic transition moments and the corresponding oscillator strengths, as well as the composite configurations of the excited state wave functions. The TD-DFT(B3LYP/TZVP) calculations (see Table 2) show that for both cis- and trans-1N, the electronic \( S_0 \rightarrow 1L_a \) transition dipole moment is polarized close to the direction of the long-axis of the naphthalene ring. For both cis- and trans-2N, however, the \( S_0 \rightarrow 1L_a \) transition dipole moment is polarized slightly tilted away from the short-axis of the naphthalene ring. In contrast, the \( S_0 \rightarrow 1L_b \) transition dipole moment is always directed along the short-axis of the naphthalene ring for any rotamer of both 1N and 2N. The oscillator strength of the \( S_0 \rightarrow 1L_a \) electronic transition is much smaller than that of the \( S_0 \rightarrow 1L_b \) transition. The calculated orientation of the electronic transition dipole moment and oscillator strengths are summarized in

Figure 2. UV/vis electronic absorption spectra of naphthalene (N), 1-naphthol (1N), and 2-naphthol (2N) in n-hexane, showing the location of the \( 1L_a \)- and \( 1L_b \)-manifolds.
photobase driven photoacidity. Indeed, our quantum chemical studies with previous calculations showing that the electronic charge excitation does not lead to a large change in electron density on the aromatic ring system. The calculated electrical dipole moments and transition dipole moments for both cis- and trans-N2N, the degree of charge transfer from the OH-group to the naphthalene aromatic rings is associated with the electron distribution characteristics of the dominant electronic configurations (i.e., $|\psi_{L^+1}\rangle$ and $|\psi_{L^-1}\rangle$). In these $|\psi_{L^+1}\rangle$ or $|\psi_{L^-1}\rangle$ configurations, the electron density is delocalized between the OH-group and the aromatic ring system prior to electronic transition ($|\psi_{L}\rangle$ or $|\psi_{L^-1}\rangle$) and retains a larger degree of delocalization in the final state ($|\psi_{L^+1}\rangle$ or $|\psi_{L^-1}\rangle$).

We can now determine the molecular dipole moment $\mu_0$ and its first derivative $\mu_0$, and second derivative $\mu_1$ in the $S_0$- and $1L_b$-states for all rotamers of 1N and 2N (see Table 5). For this, it is necessary that we consider the vectorial properties of $\mu_0$, $\mu_0$, and $\mu_1$. We have depicted the orientation of $\mu_0$, $\mu_0$, and $\mu_1$ in Table 6. It follows that for cis-1N and trans-1N, the electrical dipole moment is oriented along the long-axis in both electronic states, whereas for cis-2N and trans-2N, the orientation is along the short-axis. A comparison of the orientation of our calculated electrical dipole moments and transition dipole moments with previously reported values shows a satisfying correspondence (see Table 7). trans-1N and both conformers of 2N are fully planar. Only cis-1N has a dipole moment component in the z-direction, i.e., orthogonal to the plane of the aromatic ring system, indicating that the O–H bond vector is pointing out-of-plane. In the $S_0$-state, the electrical dipole moment is larger for cis-1N (1.46 D) than for trans-1N (1.27 D), but the situation is reversed in the $1L_b$-state because for cis-1N, a large decrease in dipole moment occurs to a value of 0.62 D, whereas for trans-1N, it increases to 1.91 D. An increase in the dipole moment upon electronic excitation is supported by the Lippert–Mataga analysis of the electronic absorption and emission spectra, where we find a value of $\mu_0 - \mu_0 = 0.30 \pm 0.05$ D (Figure 3). These findings can be compared to those reported in the literature: using the Gaussian 94 package at the CIS/6-31(d,p) level, it was found that 1N (no specified rotamer structure) has a dipole moment of 1.21 D in the $S_0$-state and 2.00 D in the $1L_b$-state. An even smaller change from 1.7 D in the $S_0$-state to 2 D in the $1L_b$-state is calculated with INDO/S calculations. For 2N, the trans-conformer has the larger electrical dipole moment in both $S_0$ and $1L_b$-states, even though it decreases somewhat with optical excitation, whereas an increase is calculated for cis-2N. The calculated values for cis-2N are in close correspondence to those results obtained using rotationally resolved electronic Stark-effect spectroscopy.
definitely not directed along the OH-bond vector. This means that despite the fact that the nature of the OH-stretching mode can be regarded to be close to that of a local mode, elongation along the OH-stretching coordinate has a larger effect on the electronic charge distribution in a direction different from the OH-bond vector.

4.2. Energy Difference between the cis- and trans-Rotamers. For gas phase 1N and 2N, the distinction between cis- and trans-rotamers has been well established.\textsuperscript{79,82} Recently, it has been shown that for 2N in the S\textsubscript{0}-state, the cis-rotamer is slightly more energetically favorable than the trans-conformer.\textsuperscript{87,88} This order is inverted in the S\textsubscript{1}-state, and rotational isomerization is argued to take place when 2N is excited to the 1L\textsubscript{b}-state. We have therefore analyzed the energetics of the cis- and trans-rotamers of 1N and 2N. Furthermore, we have calculated the gas phase energetics, and we have investigated the role of the dielectric medium on the relative energetics of these conformers. Figure 4a shows the energy difference between the cis- and trans-rotamers of 1N as a function of the dielectric function \( F_0 \). While trans-1N is energetically more stable than cis-1N in the S\textsubscript{0}-state, the energy difference defined as \( \Delta E = E_{\text{cis}} - E_{\text{trans}} \) is positive and more importantly much larger than \( kT \) at room temperature \( (1kT = 0.593 \text{ kcal/mol at 295 K}) \). This energy difference increases with increasing \( F_0 \), which is equivalent to an increase in solvent polarity quantified by the static dielectric constant. Even though \( \Delta E_{1N} \) is close to \( 1kT \) in the gas phase, the trans-rotamers are clearly favored in solution. On average, \( \Delta E_{1N} \) in the range of \( F_0 \) applied in this study is equal to 0.82 kcal/mol for the \( 1L_0 \)-state and 1.5 kcal/mol for the \( S_0 \)-state. Assuming a Boltzmann distribution \( \exp (-\Delta E/kT) \), the population ratio of cis-1N/trans-1N is 0.07:0.93 in the S\textsubscript{0}-state, in accordance with a reported value obtained from an NMR study in CCl\textsubscript{4}.\textsuperscript{89} This ratio changes to 0.2:0.8 in the \( 1L_0 \)-state, provided isomer equilibration is possible. Figure 4b shows the dependence of \( \Delta E_{2N} \) as a function of the dielectric function \( F_0 \) for 2N. Our results show that in the S\textsubscript{0}-state of cis-2N is energetically more favorable than trans-2N, although the energy difference is \( \sim 1kT \) for 2N in the gas phase (see Figure 4b; \( F_0 = 0 \)). Upon electronic excitation, \( \Delta E_{2N} \) decreases to \( \sim 0.6kT \) for 2N in the gas phase. The energy difference diminishes when dissolving 2N in a dielectric medium, for both S\textsubscript{0} and 1L\textsubscript{b}-states, i.e., when increasing \( F_0 \). The average value of 0.53 kcal/mol found for \( \Delta E_{2N} \) for 2N in solution, giving a Boltzmann distribution population ratio cis-2N/trans-2N equal to 0.71:0.29, is again in accordance with reported values from the NMR-study in CCl\textsubscript{4}.\textsuperscript{89} Upon electronic excitation, this population ratio changes to 0.63:0.37, provided equilibration takes place.

4.3. Experimental Frequency Shifts in 1N and 2N. The electronic origin absorption of the S\textsubscript{0} \( \rightarrow 1L_0 \) transition of gas phase 1N is located at 31 180 cm\textsuperscript{-1} for cis-1N and at 31 455 cm\textsuperscript{-1} for trans-1N.\textsuperscript{90} A solvent-induced frequency downshift of 449 cm\textsuperscript{-1} occurs when dissolving 1N in \( n \)-hexane. This downshift increases to 455 cm\textsuperscript{-1} in 1,2-dichloroethane (1,2-DCE). Figure 5 shows the solvent-dependent UV/vis electronic absorption and fluorescence spectra of 1N in \( n \)-hexane and in 1,2-dichloroethane. The solvent-induced Stokes shift increases from 254 to 363 cm\textsuperscript{-1}, indicating an increase in solute—solvent interactions when going from nonpolar

<table>
<thead>
<tr>
<th>Table 3. Electronic Configurations of the ( 1L_a )- and ( 1L_b )-Excited States for 1N and 2N</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi_{L+1} )</td>
</tr>
<tr>
<td>( \psi_{\text{cis}} )</td>
</tr>
<tr>
<td>0.6892</td>
</tr>
<tr>
<td>0.1157</td>
</tr>
<tr>
<td>( \psi_{\text{cis}} )</td>
</tr>
<tr>
<td>0.4051</td>
</tr>
<tr>
<td>0.5760</td>
</tr>
<tr>
<td>( \psi_{\text{cis}} )</td>
</tr>
<tr>
<td>( \psi_{\text{trans}} )</td>
</tr>
<tr>
<td>( \psi_{\text{cis}} )</td>
</tr>
<tr>
<td>( \psi_{\text{trans}} )</td>
</tr>
</tbody>
</table>
We have selected a number of alkanes and halocarbon solvents in the present study to investigate the solvent-induced vibrational frequency shifts of the OH-stretching mode in 1N and 2N. Since a significant lifetime shortening was observed in CHCl$_3$ and C$_2$Cl$_4$, and knowing that CHCl$_3$ can form weak hydrogen bonds, the occurrence of specific interactions, either with the OH-group or with the aromatic π-molecular orbitals of 1N or 2N, needed to be estimated. We first investigated the steady-state IR-active fingerprint band patterns of 1N and 2N. Indeed, when specific interactions are present such as with DMSO, significant changes in both band patterns and intensities occur. However, beyond minor changes ascribable to the varying solvent polarities, the fingerprint patterns were found to be the same in all solvents used in this study for both 1N and 2N (see Figure 5). We then checked the transient IR-response of the fingerprint patterns of 1N and 2N, which were also found to be similar in frequency positions and band cross-sections for all solvents used in this study. Although in 2N no dynamics were observed up until 50 ps, in 1N, significant quenching in CHCl$_3$ and C$_2$Cl$_4$ already occurs on these time scales. We therefore measured the dynamics of the OH-stretching mode in CHCl$_3$ to see if the vibration was affected by a possible exciplex formation. As shown in Figure 5, this is not the case: quenching and subsequent partial bleach recovery is observed, but this affects neither the frequency nor the band shape of the vibration. We performed one last test in order to confirm that the quenching mechanism does not involve any direct interaction with the OH-bond. For this, the transient fingerprint region of 1N complexed with dimethylsulfoxide (DMSO) in C$_2$Cl$_4$ was measured. In such a system, given the very high complexation constant of DMSO and 1N through the formation of a medium strong HB, no direct interaction of the OH-group with nonpolar C$_2$Cl$_4$ can occur: the OH bond is effectively tied-up. As the same quenching behavior was observed, we conclude that the quenching interaction with the n-hexane ($\varepsilon_0 = 1.88$) to weakly polar 1,2-dichloroethane (1,2-DCE; $\varepsilon_0 = 10.1$).

We have selected a number of alkanes and halocarbon solvents in the present study to investigate the solvent-induced vibrational frequency shifts of the OH-stretching mode in 1N and 2N. Since a significant lifetime shortening was observed in CHCl$_3$ and C$_2$Cl$_4$, and knowing that CHCl$_3$ can form weak hydrogen bonds, the occurrence of specific interactions, either with the OH-group or with the aromatic π-molecular orbitals of 1N or 2N, needed to be estimated. We first investigated the steady-state IR-active fingerprint band patterns of 1N and 2N. Indeed, when specific interactions are present such as with DMSO, significant changes in both band patterns and intensities occur. However, beyond minor changes ascribable to the varying solvent polarities, the fingerprint patterns were found to be the same in all solvents used in this study for both 1N and 2N (see Figure 5). We then checked the transient IR-response of the fingerprint patterns of 1N and 2N, which were also found to be similar in frequency positions and band cross-sections for all solvents used in this study. Although in 2N no dynamics were observed up until 50 ps, in 1N, significant quenching in CHCl$_3$ and C$_2$Cl$_4$ already occurs on these time scales. We therefore measured the dynamics of the OH-stretching mode in CHCl$_3$ to see if the vibration was affected by a possible exciplex formation. As shown in Figure 5, this is not the case: quenching and subsequent partial bleach recovery is observed, but this affects neither the frequency nor the band shape of the vibration. We performed one last test in order to confirm that the quenching mechanism does not involve any direct interaction with the OH-bond. For this, the transient fingerprint region of 1N complexed with dimethylsulfoxide (DMSO) in C$_2$Cl$_4$ was measured. In such a system, given the very high complexation constant of DMSO and 1N through the formation of a medium strong HB, no direct interaction of the OH-group with nonpolar C$_2$Cl$_4$ can occur: the OH bond is effectively tied-up. As the same quenching behavior was observed, we conclude that the quenching interaction with the
halocarbon solvents occurs with the aromatic system. This result is further supported by the fact that quenching is also observed in the parent naphthalene molecule, which does not have any OH bond.\textsuperscript{53,54}

Figure 6a shows the steady-state IR spectra of 1N depicting the solvent-dependent OH-stretching transition. In a fashion similar to that of 2N,\textsuperscript{49} a larger frequency downshift and concomitant line broadening are observed when going from nonpolar n-hexane to polar 1,2-DCE. When plotting the experimental line width as a function of frequency position (Figure 6c), a linear correlation results that can even be extrapolated to the known value for gas phase 1N.\textsuperscript{83} The transient IR spectra measured at 10 ps show ground state bleach signals and positive absorbance changes at lower frequency values than the OH-stretching frequency of 1N in the S\textsubscript{0}-state (Figure 6b). A decrease of the OH-stretching frequency thus occurs upon electronic excitation of 1N, in a fashion similar to that observed for 2N.\textsuperscript{59}

A line shape fitting routine was applied to determine the solvent-dependent frequency shift and line width of the OH-stretching mode of 1N in the 1\textsuperscript{L\textsubscript{b}}-state. As for the electronic ground state, an empirical frequency line width correlation is obtained for the OH-stretching mode of 1N in the electronically excited state (Figure 6c). In contrast to 2N, however, no value for gas phase 1N in the 1\textsuperscript{L\textsubscript{b}}-state has been reported in the literature.

Table 6. Orientation of $\mu^0$, $\mu^\prime$, and $\mu^\prime\prime$ in 1N and 2N

<table>
<thead>
<tr>
<th></th>
<th>cis-1N</th>
<th>trans-1N</th>
<th>cis-2N</th>
<th>trans-2N</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0$, $\mu$</td>
<td><img src="image1" alt="1.46D" /></td>
<td><img src="image2" alt="1.27D" /></td>
<td><img src="image3" alt="1.09D" /></td>
<td><img src="image4" alt="1.60D" /></td>
</tr>
<tr>
<td>$S_0$, $\mu^\prime$</td>
<td><img src="image5" alt="1.46D" /></td>
<td><img src="image6" alt="1.27D" /></td>
<td><img src="image7" alt="1.09D" /></td>
<td><img src="image8" alt="1.60D" /></td>
</tr>
<tr>
<td>$S_0$, $\mu^\prime\prime$</td>
<td><img src="image9" alt="1.46D" /></td>
<td><img src="image10" alt="1.27D" /></td>
<td><img src="image11" alt="1.09D" /></td>
<td><img src="image12" alt="1.60D" /></td>
</tr>
<tr>
<td>$1L_{\text{b}}, \mu$</td>
<td><img src="image13" alt="0.62D" /></td>
<td><img src="image14" alt="1.91D" /></td>
<td><img src="image15" alt="1.23D" /></td>
<td><img src="image16" alt="1.46D" /></td>
</tr>
<tr>
<td>$1L_{\text{b}}, \mu^\prime$</td>
<td><img src="image17" alt="0.62D" /></td>
<td><img src="image18" alt="1.91D" /></td>
<td><img src="image19" alt="1.23D" /></td>
<td><img src="image20" alt="1.46D" /></td>
</tr>
<tr>
<td>$1L_{\text{b}}, \mu^\prime\prime$</td>
<td><img src="image21" alt="0.62D" /></td>
<td><img src="image22" alt="1.91D" /></td>
<td><img src="image23" alt="1.23D" /></td>
<td><img src="image24" alt="1.46D" /></td>
</tr>
</tbody>
</table>

Table 7. Calculated Angles (Absolute Values, with a Range of 0°–90°) of Transition Dipole and Electrical Dipole Moments Relative to the $x$-Axis (Along the Long-Axis)

<table>
<thead>
<tr>
<th></th>
<th>calc angle of transition dipole moment (deg)</th>
<th>exp angle of transition dipole moment (deg)\textsuperscript{a}</th>
<th>calculated angle of electrical dipole moment (deg)</th>
<th>experimental angle of electrical dipole moment (deg)\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>cis-1N</td>
<td>11</td>
<td>6</td>
<td>9</td>
<td>32</td>
</tr>
<tr>
<td>trans-1N</td>
<td>18</td>
<td>33</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>cis-2N</td>
<td>49</td>
<td>66</td>
<td>75</td>
<td>83</td>
</tr>
<tr>
<td>trans-2N</td>
<td>61</td>
<td>74</td>
<td>70</td>
<td>59</td>
</tr>
</tbody>
</table>

\textsuperscript{a} From ref 79. \textsuperscript{b} From ref 82.
Because the linear frequency position—line width correlation occurs for 2N in both electronic ground and excited states, we argue that we can expect this to also be the case for 1N. We can therefore extrapolate our experimental data to predict the OH-stretching frequency of gas phase 1N in the $1^L_g$-state to be equal to 3620 ± 10 cm$^{-1}$. Figure 7 shows the experimentally measured OH-stretching frequency shifts as a function of $F_0$ for 1N and 2N in the $S_0$ and $1^L_g$ states. Even though the intercept turns out to be too small for both 1N and 2N and thus cannot accurately be determined with our current data set, we can derive the ratio of the slope values $S_0/S_g$ by a linear fit to be equal to 1.13 ± 0.05 for 1N and 1.23 ± 0.05 for 2N.

5. DISCUSSION

5.1. Calculated Molecular Parameters. According to eq 14a, the slope of the frequency shifts vs $F_0$ is governed by the following molecular parameters: the electrical dipole moment ($\mu_i^0$), the electrical dipole first ($\mu_i$) and second ($\mu_i^2$) derivatives, the ratio of cubic to quadratic force constants ($V^m/V^2$), the harmonic vibrational frequency ($\nu_0$), the vibrational reduced mass ($m$), and the Onsager cavity radius ($a_i$). We have listed the relevant product terms in Table 8. It turns out that for both conformers of 1N and 2N in both electronic states the $-(V^m)/(V^2)\mu_i^2\mu_i^0$ term dominates the predicted solvent-induced vibrational frequency shift. While for trans-1N, cis-2N, and trans-2N the $\mu_i^2\mu_i^0$ term has positive values, it is negative for cis-1N. As a result, the calculated slope $S_i$ is negative for cis-1N, i.e., the solute—solvent interaction leads to a OH-stretching frequency upshift for this conformer. The positive slope $S_i$ for trans-1N, cis-2N, and trans-2N implies instead a frequency downshift for the OH-stretching mode upon embedding the solute in a dielectric medium. In all cases, we observe a larger absolute value for the slope $S_i$ in the $1^L_g$-state than in the $S_0$-state. The intercept $B_i$ is calculated to be on the order of a few wavenumbers for both cis- and trans-conformers of 1N and 2N in the $S_0$-state. Electronic excitation of the 2N conformers does not change the value of the intercept significantly. Only for cis- and trans-1N in the $1^L_g$-state is the intercept calculated to increase to ∼14 – 15 cm$^{-1}$. Finally, whereas the ratio of slopes ($S_0/S_g$) appears to be similar for cis-2N (1.41) and trans-2N (1.42), for trans-1N (1.61), it has a much smaller value than that for cis-1N (2.71).

The Pullin—van der Zwan—Hynes approach also enables us to explain why we only have observed a small time-dependent solvent-induced vibrational frequency shift in the case of the most polar solvent used, i.e., for 2N in 1,2-DCE. Use of eq 24 with the parameter values given in Tables 5 and 8 provides insight into this. It follows that for alkane solvents like n-hexane and cyclohexane the ratio between the time-dependent shift and overall shift for the OH-stretching mode of 1N or 2N is close to zero, because $F_0 - F_{\infty} = F_0 - 0$ $\approx$ 0. This factor becomes significant for polar solvents, such as 1,2-DCE (see Figure 1b). Averaging over the cis- and trans-rotamers of 2N, we estimate a maximum theoretical value of 15%. The lower experimental value of 5% may be due to the limited temporal resolution of 0.2 ps in the experiments, which may have caused us to miss the earliest time-dependent response. More importantly, for 1N this value is expected to be 2 – 3 times smaller than that for 2N and will thus be below the spectral resolution of our equipment. In addition, one can also predict that this ratio will be at most 20% even in solvents of higher polarity such as DMSO. However, this is solely an academic discussion, as in this case, hydrogen bonding will lead to a change of all the parameters.

5.2. Comparison between Experiment and Theory. A good agreement between theory and experiment is found for the solvent-dependent OH-stretching frequency shifts as a function of $F_0$ when the perturbative approach of Pullin is parametrized at the TD-DFT level of theory. As the predicted values for the intercept are smaller than the uncertainty in the linear fits in Figure 7, we focus our analysis on the slopes of the curves. To properly compare theory and experiments at room temperature, we perform a proper ensemble average over possible conformers. We not only consider the population ratio of the cis- and trans-conformers but also estimate a minimal exchange rate between the
two conformers. For 2N in the S0-state, it has been reported that the OH-stretching frequency is located at 3652 cm\(^{-1}\) or 3654 cm\(^{-1}\) for cis-2N and at 3661 cm\(^{-1}\) for trans-2N.\(^84,93\)

The value for 2N in the electronic excited \(^1\)L\(_\text{b}\)-state (3609 cm\(^{-1}\)) refers to cis-2N, although, it has been argued that cis \(\rightarrow\) trans isomerization occurs.\(^86\)

For 1N in the S0-state, values of 3661 cm\(^{-1}\) for the cis-1N conformer and 3655 cm\(^{-1}\) for the trans-1N conformer have been reported.\(^83\) As a result, the cis- and trans-conformers can only be distinguished if spectral features can be recorded with a resolution better than the frequency spacing of the OH-stretching resonances of the cis- and trans-conformers, i.e., 6–8 cm\(^{-1}\).

In the experimental spectra of 1N and 2N in solution, only one spectrally broadened OH-stretching band is found, both in the S0 and the \(^1\)L\(_\text{b}\)-states. Setting aside a limited spectral resolution for the transient IR measurements and knowing that for the most polar solvent used in this study (1,2-DCE) the line broadening is more than 1 order of magnitude larger than the OH-stretching frequency spacing of the cis- and trans-conformers, one should, in principle, be able to monitor the two conformers in n-hexane or cyclohexane with the steady-state FT-IR spectrometer where the spectral line width is 13 cm\(^{-1}\) (fwhm). However, as the line shapes of the OH-stretching bands of 1N and 2N are close to fully Lorentzian, one can conclude that the exchange between the two conformers is ultrafast. A coalescence of the OH-stretching bands of the two rotamers can be calculated to occur for exchange times shorter than 2.5 ps. For 2N, the calculated value for the slope ratio is almost equal for both conformers. Our experimental value is about 13\% less than the calculated value. Whereas for 2N, we have an ensemble average of about equal amounts of cis- and trans-conformers in solution, this is certainly not the case for 1N, where in the S0-state the trans-conformer dominates. The average population ratio between cis-1N and trans-1N is 0.20:0.80 in the \(^1\)L\(_\text{b}\)-state and 0.07:0.93 in the S0-state (section 4.2). Thus, the slope for 1N after correction using the Boltzmann distribution of the cis- and trans-rotamers is 1.12. This is remarkably close to the experimentally found value of 1.13.

The solvatochromic vibrational frequency shift upon excitation is observed to be different between 1N and 2N. From Figure 7, we see that, in a particular solvent medium, the frequency shift \(\omega_{\text{ge}}\) upon excitation (i.e., S0 \(\rightarrow\) \(^1\)L\(_\text{b}\)-transition) of 1N is smaller than that of 2N. According to eq 14,

\[
\omega_{\text{ge}} = S_0 F_0 + B_g
\]

(25a)
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Electronic spectroscopic studies, the semiempirical Kamlet–Taft theory, and electronic transitions are governed by the full solvation shell interacting with the electronic transitions.

Table 8. Calculated Parameter Values for 1N and 2N Governing the Solvent-Induced Vibrational Frequency Shifts

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_i \cdot \mu_j$ (D$^A$ A$^{-1}$ amu$^{-1}$)</td>
<td>-0.2493</td>
<td>0.5892</td>
<td>3.2824</td>
<td>-2.3544</td>
<td>-1.2257</td>
<td>-0.8876</td>
<td>-2.0618</td>
<td>-1.5944</td>
</tr>
<tr>
<td>$V_i^c$</td>
<td>-0.3085</td>
<td>-0.8621</td>
<td>2.8132</td>
<td>1.4500</td>
<td>1.0651</td>
<td>0.6820</td>
<td>1.5468</td>
<td>1.4097</td>
</tr>
<tr>
<td>$\mu_i \cdot \mu_j$ (D$^A$ A$^{-1}$ amu$^{-1}$)</td>
<td>-7.1204</td>
<td>-7.1510</td>
<td>-7.0932</td>
<td>-7.0928</td>
<td>-7.1234</td>
<td>-7.1660</td>
<td>-7.1295</td>
<td>-7.1714</td>
</tr>
<tr>
<td>$\mu_i \cdot \mu_j$</td>
<td>-2.4471</td>
<td>-5.9156</td>
<td>23.2370</td>
<td>7.9302</td>
<td>6.3614</td>
<td>3.9996</td>
<td>8.9661</td>
<td>8.5151</td>
</tr>
</tbody>
</table>

Figure 7. Experimental frequency shifts for the $S_0$ and $1L_b$-states of 1N (dots) and 2N (squares), relative to the frequency of the $S_0$-state of 1N ($3658 \text{ cm}^{-1}$), together with solid and dashed lines obtained by (a) experimental fits, (b) predictions according to Pullin’s model with factors calculated with TD-DFT calculations, and (c) predictions according to the PCM model in Gaussian 09 at the TD-DFT level with the PCM solvent.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i (\lambda)$</td>
<td>0.7611</td>
<td>1.4195</td>
<td>1.5524</td>
<td>1.2667</td>
<td>1.1762</td>
<td>1.1260</td>
<td>1.3071</td>
<td>1.4374</td>
</tr>
<tr>
<td>$f_i (\text{cm}^{-1})$</td>
<td>3620</td>
<td>3661</td>
<td>3620</td>
<td>3655</td>
<td>3609</td>
<td>3653</td>
<td>3609</td>
<td>3661</td>
</tr>
<tr>
<td>$S_i (\text{cm}^{-1})^a$</td>
<td>-129.96</td>
<td>-47.883</td>
<td>145.43</td>
<td>90.48</td>
<td>91.82</td>
<td>65.00</td>
<td>94.29</td>
<td>66.38</td>
</tr>
<tr>
<td>$\mu_i \cdot \mu_j$ (D$^A$ A$^{-1}$ amu$^{-1}$)</td>
<td>0.9188</td>
<td>1.0201</td>
<td>2.8860</td>
<td>1.6117</td>
<td>1.9995</td>
<td>1.4872</td>
<td>2.3046</td>
<td>1.9135</td>
</tr>
<tr>
<td>$B_i (\text{cm}^{-1})^b$</td>
<td>0.6695</td>
<td>1.6093</td>
<td>6.1684</td>
<td>-0.7427</td>
<td>0.7738</td>
<td>0.5996</td>
<td>0.2428</td>
<td>0.3191</td>
</tr>
<tr>
<td>$F_0$, $F_\infty$</td>
<td>14.2223</td>
<td>5.2105</td>
<td>15.4421</td>
<td>-0.3896</td>
<td>4.4674</td>
<td>3.8981</td>
<td>1.0214</td>
<td>0.9951</td>
</tr>
</tbody>
</table>

$S_i = (1/8\pi^2 m\omega_i^a)(\mu_i \cdot \mu_i - (V_i^c)/V_i^c)$ $B_i = (F_0/8\pi^2 m\omega_i^a)(\mu_i \cdot \mu_i + \mu_i^0 \cdot \mu_i^0)$ is the intercept, where $F_\infty \approx 0.4$.

$$V_0^c - V_0^s = S_c F_0 + B_c$$

(25b)

from which we derive

$$\omega_{go} = V_0^c - V_0^s = (V_0^c - V_0^s) + (S_c - S_g) F_0 + (B_c - B_g)$$

(25c)

Hence, $\omega_{go}$ is determined by the frequency shift upon excitation in the gas phase ($v_0^c - v_0^s$), the slope difference ($S_c - S_g$), and the intercept difference ($B_c - B_g$) of the frequency shifts between the electronic excited and ground states upon solvation. Here, one can compare our findings using the OH-stretching mode as a local solvation probe with those obtained with UV/vis electronic spectroscopy, where the photoacid–solvent interaction is governed by the solvation shell interacting with the electronic charge distribution of the chromophore. In these UV/vis electronic spectroscopic studies, the semiempirical Kamlet–Taft analysis was performed on a larger set of solvents, including those with specific hydrogen bonding interactions. It was found that for 2N the nonspecific solute–solvent interactions (as described by the coefficient for the solvent polarity/polarizability parameter $\gamma^p$) are smaller than those of 1N, and accordingly for 2N, smaller contributions to electronic transition frequency shifts result through this component. This, however, is not what we observe when we inspect the electronic Stokes shift of 2N and 1N in our set of nonpolar/weakly polar solvents. In contrast, we find that the magnitude of the solvent-induced electronic Stokes shift is fully consistent with the magnitude of the solvent-induced OH-stretching frequency shift, namely, being smaller for 1N than for 2N. Whereas the magnitude of the electronic Stokes shift as a function of ($F_0 - F_\infty$) scales with $(\mu_i - \mu_g)^2$, as, e.g., defined by the Lippert–Mataga equation, the difference in solvent-induced OH-stretching frequency shifts in electronic excited and electronic ground state follows eq 25c with which we can explain the smaller solvent-induced effects on the OH-stretching mode of 1N than those of 2N. This is a consequence of a smaller value for the gas phase frequency shift ($v_0^c - v_0^s$) for 1N compared to
that of 2N and values with opposite signs for the slope difference $(S_e - S_h)$ for cis-1N and trans-1N, whereas $(S_e - S_h)$ has a positive value for both cis-2N and trans-2N.

For the comparison between the OH-stretching frequency shifts of 1N and 2N upon electronic excitation, the gas phase factor $(\nu_b^f - \nu_b^0)$ also plays a key role in dictating the frequency shifts observed in solution. Frequency shifts upon electronic excitation in the gas phase are caused by the charge rearrangement in 1N and 2N. Hence, in the following, we explore the electrostatic potential (ESP) charge difference due to the $S_0 \rightarrow 1L_b$-transition in 1N and 2N, for both the cis- and trans-rotamers. For the calculation of the ESP charge, the MP2/TZVP method was used for electronic ground states, and the TD-B3LYP/TZVP method was used for electronic excited states. The rationalization for choosing the ab initio methods was based on the fact that the calculated OH-stretching vibrational frequencies using these methods for the ground and excited states of 1N and 2N show good consistency with the experimental vibrational frequencies (see Table 9).

The comparison of experimental vibrational frequency shifts and the corresponding shifts computed with Pullin's model shows improvement over predictions based on the standard PCM techniques as implemented in Gaussian 09 at the same level of TD-DFT theory. This is quite remarkable, considering the simplicity of Pullin's model of dynamical solvatochromic effects. When compared to more standard techniques, Pullin's model has the disadvantage of simplifying the electrostatic description of the molecule to a point dipole. However, the reaction field in the polarizable continuum includes both static and optical response functions induced by changes in the molecular point dipole moment associated with vibrations and/or electronic excitations. It is therefore natural to conclude that the description of solvatochromic effects based on standard PCM models would benefit from extensions of the methods to include the optical response of the solvent due to vibronic or electronic excitations.

6. CONCLUSIONS

We have combined ultrafast UV/mid-infrared pump–probe spectroscopy and theoretical modeling of solvatochromic effects to investigate the OH-stretching mode of 1-naphthol (1N) and 2-naphthol (2N) in the ground ($S_0$) and first excited ($1L_b$) states in several solvents of moderate polarity, where specific interactions such as hydrogen bonding are absent. To understand the observed solvent-induced vibrational frequency shifts in both electronic states, we have applied the perturbative treatment of Pullin, as refined with the van der Zwan–Hynes relationship to incorporate the time-dependent response of solvent shells upon the electronic excitation of the solute. To quantify the different contributions in this perturbative approach, we have performed quantum chemical TD-DFT calculations to determine the role of the electronic charge distributions in the $S_0$ and $1L_b$-states of 1N, as reflected by the molecular electrical dipole moment and its first and second derivatives along the OH-stretching coordinate, as well as the degree of anharmonicity of the molecular vibration.

Further refinements of the approach may include the incorporation of solute polarizability, as well as extension to cases where specific interactions are present. The influence of solute polarizability on solvent-induced vibrational frequency shifts can easily be estimated, provided information on molecular polarizability in a particular electronic state is available. According to Pullin, one should then replace the respective $f$ with $f/(1 - fc)$ present in the different terms in the expressions for the solvent-induced vibrational frequency shifts. A solute polarizability $\alpha$ leads to an increase of solute–solvent interactions for the polar solvents, with concomitant large vibrational frequency shifts. Using available polarizability data on the parent naphthalene molecule and assuming similar values for the polarizability for 1N and 2N in both $S_0$- and $1L_b$-states as those of naphthalene, suggests a 10–20% additional frequency shift for the most polar solvent used in this study.

A natural choice to explore the potential applicability of the approach demonstrated here will be to investigate the solvent-induced frequency shifts of OH-stretching modes of photoacid–base complexes. While the perturbative approach of the solute–solvent interactions may be sufficient for hydrogen-bonded OH-groups as well, the impact of diagonal and off-diagonal anharmonicities is expected to be more pronounced. Exploring this aspect of Pullin’s perturbative approach will be an intriguing topic as the next testing ground for understanding solvent-induced vibrational frequency shifts in hydrogen-bonded photoacid–base complexes.
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Table 9. Calculated and Experimental OH-Stretch Vibrational Frequencies

<table>
<thead>
<tr>
<th></th>
<th>calc'd frequency (cm⁻¹)</th>
<th>scaled frequency (cm⁻¹)</th>
<th>calc'd $\omega_{pe}$ (cm⁻¹) for $S_0 \rightarrow 1L_b$ transition</th>
<th>exp'tl frequency (cm⁻¹)</th>
<th>exp'tl $\omega_{pe}$ (cm⁻¹) for $S_0 \rightarrow 1L_b$ transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>cis-1N, S₀</td>
<td>3850.6</td>
<td>3659</td>
<td>56</td>
<td>3661</td>
<td>38^d</td>
</tr>
<tr>
<td>cis-1N, 1Lₐ</td>
<td>3791.5</td>
<td>3603</td>
<td></td>
<td>3620^f</td>
<td></td>
</tr>
<tr>
<td>trans-1N, S₀</td>
<td>3841.6</td>
<td>3650</td>
<td>37</td>
<td>3655</td>
<td></td>
</tr>
<tr>
<td>trans-1N, 1Lₐ</td>
<td>3802.0</td>
<td>3613</td>
<td></td>
<td>3620^f</td>
<td></td>
</tr>
<tr>
<td>cis-2N, S₀</td>
<td>3840.4</td>
<td>3649</td>
<td>25</td>
<td>3653</td>
<td>48^d</td>
</tr>
<tr>
<td>cis-2N, 1Lₐ</td>
<td>3813.9</td>
<td>3624</td>
<td></td>
<td>3609^f</td>
<td></td>
</tr>
<tr>
<td>trans-2N, S₀</td>
<td>3852.7</td>
<td>3661</td>
<td>32</td>
<td>3661</td>
<td></td>
</tr>
<tr>
<td>trans-2N, 1Lₐ</td>
<td>3818.8</td>
<td>3629</td>
<td></td>
<td>3609^f</td>
<td></td>
</tr>
</tbody>
</table>

^a The $S_0$-state was calculated using the MP2/TZVP method; the $1L_b$-state was calculated with the TD-B3LYP/TZVP method. ^b Scaling factor: 0.9502. ^c Experimental values of 1N and 2N in the gas phase were taken from refs 83–85 and 93. ^d Average value for cis- and trans-conformers.
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