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External control of chemical processes is a subject of widespread interest in chemical research, including control of electrocatalytic processes with significant promise in energy research. The electrochemical double-layer is the nanoscale region next to the electrode/electrolyte interface where chemical reactions typically occur. Understanding the effects of electric fields within the electrochemical double layer requires a combination of synthesis, electrochemistry, spectroscopy, and theory. In particular, vibrational sum frequency generation (VSFG) spectroscopy is a powerful technique to probe the response of molecular catalysts at the electrode under bias. Fundamental understanding can be obtained via synthetic tuning of the adsorbed molecular catalysts on the electrode surface and by combining experimental VSFG data with theoretical modelling of the Stark shift response. The resulting insights at the molecular level are particularly valuable for the development of new methodologies to control and characterize catalysts confined to electrode surfaces. This Perspective article is focused on how systematic modifications of molecules anchored to surfaces report information concerning the geometric, energetic, and electronic parameters of catalysts under bias attached to electrode surfaces.

I. Introduction

Electrocatalysis is a major area of industrial and economic relevance with important implications in fine chemical synthesis, solar fuels, and fuel cell development. Conceptual tools to improve electrocatalysis activity, efficiency, mechanisms and addressing challenges regarding various thermodynamic and kinetic parameters are essential to future advances in electrocatalysis technology. At first sight, achieving control of the local electric field at a catalytic site of an electrode surface might seem to be challenging, particularly considering that the making and breaking of individual bonds would have to be controlled in a complex interfacial environment with rather diffuse macroscopic electric fields. Remarkably, several experiments have already shown that this is precisely what can be accomplished. The outstanding difficulty, however, is to establish methods for understanding the underlying control mechanisms and to exploit the external field control as applied to important chemical reactions. The integration of synthesis and operando spectro-electrochemical measurements, along with computational modeling is paving the way for precise molecular-level understanding of interfacial electric fields and their effects on heterogenized molecular catalysts.

The idea of controlling catalysis with applied electric fields can be traced back to the work of Vayenas et al. on non-faradaic electrochemical modification of catalytic activity and selectivity of metal catalysts, with enhancement factors as high as 15 000, obtained during ethylene and methanol oxidation on Pt, and the work of Sason Shaik who theoretically predicted that oriented electric fields could accelerate Diels–Alder reactions and control endo/exo selectivity. Those predictions were subsequently confirmed by experiments. Another example is the study of the control of cytochrome P450 catalysis with an external electric field. Kanan and coworkers have shown that subtle alterations to the electronic environment surrounding a catalyst can have notable effects on selectivity. Their experiment featured a Rh porphyrin catalyst immobilized on the surface of a parallel plate capacitor with the surface insulated with metal oxides. Changing the applied voltage across the capacitor swung the
product distribution for an organic cyclization reaction from 4 : 1 to 1 : 2, while retaining the chemical composition of the catalyst. Furthermore, by modifying the shielding dielectric and ionic composition of the solution, the product ratios were changed substantially from 100 : 1 all the way to 1 : 2, which corresponded to a shift from a highly selective catalyst to one that favored a completely different reaction mechanism. However, due to the cell design, which involves Si electrodes coated with insulating dielectric layers, very large voltages (~4.5–5 V) were required to achieve such changes in reactivity. A recent finding by Baik and co-workers demonstrates that the base-catalyzed saponification of benzoic esters is fully inhibited at ~0.25 V versus open circuit potential; suggesting that the changes in chemical reactivity at electrode interfaces can be achieved at considerably lower voltages. Results by Surendranath and coworkers revealed that a catalyst conjugated into a graphite electrode can display fundamentally different modes of reactivity than its freely diffusing counterpart. Therefore, it is of paramount importance to characterize the interfacial electric field at the molecular level, including the influence on the catalyst orientation and configuration at the electrode interface, to elucidate the impact on perturbing the electronic structure and the mechanistic behavior of the catalyst that enhances chemical reactivity.

The electrochemical double-layer is a nanoscale region next to the electrode/electrolyte interface where chemistry typically occurs. Recent advances in the study of substrates and electrophiles within the double layer environment have been extensively reviewed. Along with the conceptual interpretation of the double layer, the dynamic aspect is critical at determining the contact with the electrode surface where the high electric field affects the electronic configuration of the molecule. Chemical induction that manifests itself as molecular Stark shift, often plays an important role by mediating polarization effects and interfacial charge transfer mechanisms critical for reactivity. Stark tuning rates can be measured by surface selective vibrational spectroscopic methods. When combined with theoretical modeling, such spectroscopic methods can provide fundamental understanding of spatial configuration, conformational changes induced by the applied field, and changes in chemical reactivity.

II. Classical models to describe electrode/electrolyte interface

The simplest model to describe an electrode/electrolyte interface is the electrical double layer (EDL) model, which considers the electrodes to be perfectly polarized (metallic) and the electrolyte as a continuum dielectric medium. As proposed by Helmholtz, when a charged electrode is immersed in an electrolyte solution, the surface charge of the electrode is neutralized by the oppositely charged counter ions in the solution known as the inner Helmholtz layer or inner Helmholtz plane (IHP), separated by the molecular radius. The solvated ions can only approach the electrode surface from a further distance because of their larger size, and they form an outer Helmholtz plane (OHP) right adjacent to the IHP. The two sheets of opposite charges at the electrode-electrolyte interface resemble a parallel plate capacitor, with a differential capacitance \( C_d = \frac{\varepsilon_0}{d} \), where \( \varepsilon \) is the dielectric constant of the medium, \( \varepsilon_0 \) is the permittivity of free space and \( d \) is the spacing between the two charge layers. According to this model, the double layer capacitance \( C_d \) is predicted to be constant, which fails to explain the change in \( C_d \) as a function of applied voltage \( V \) as typically measured by Electrochemical Impedance Spectroscopy (EIS). Later, Gouy and Chapman independently introduced the idea of a diffuse double layer. It is a continuum mean field approach where ions are considered as point charges in thermodynamic equilibrium with each other. This model assumes that the counter ions are not rigidly held near the electrode surface because of their thermal motion, and therefore can diffuse into the bulk liquid phase. In such a diffuse double layer structure, the concentration of counter ions near the charged surface follows the Boltzmann distribution. Thus, the spacing \( d \) between the two charge layers is replaced by the average distance of the ions from the electrode surface, which is dependent on both the applied potential and electrolyte concentration. The Gouy–Chapman model successfully predicts the double layer capacitance in the vicinity of potential of zero charge (PZC) and for low electrolyte concentrations. However, for potentials further away from the PZC, the predicted capacitance rises very rapidly and fails to reproduce the experimental data. To solve this problem, the Gouy–Chapman model was further modified by Stern, who introduced the idea that the ions have finite size and therefore, the closest approach between the electrode and the ions in solution is limited by their ionic radii. Stern’s model thus combines a compact Helmholtz layer and a Gouy–Chapman diffuse layer that together resemble two parallel-plate capacitors connected in series with the total capacitance \( C \), with \( \frac{1}{C} = \frac{1}{C_H} + \frac{1}{C_{GC}} \), where \( C_H \) and \( C_{GC} \) are the capacitances of the Helmholtz and the Gouy–Chapman layers, respectively. At high electrolyte concentration and large potentials, the counter ions reside very close to the electrode surface resembling that in the case of the Helmhozt model and giving rise to an almost constant capacitance.

For more than a century, the Gouy–Chapman–Stern (GCS) model has served for the analysis and interpretation of the double layer structure at the electrode/electrolyte interface and to visualize the ionic environment in the vicinity of a charged surface, along with the characterization of the potential profile in the double layer (Fig. 1). According to the GCS model, the electric potential drops linearly within the Helmholtz layer, and in the diffuse layer it falls exponentially. The predictions made by the GCS model, while able to reproduce some gross experimental features in a real system, neglect several finer details including the effects of ion-pairing in the double layer, specific adsorption, and strong nonspecific interaction of the ions with the electrode (ion condensation) that determine the effective surface charge. These processes severely affect the electrolyte
distribution near the electrode surface and the potential profile in the double layer region (typically on the nanometer scale); but cannot be directly probed using conventional capacitance or surface tension measurements. Stark Shift spectroscopy is one of the ways to directly interrogate the interfacial structure of the double layer and to determine the potential profile away from the electrode surface, which will be discussed in detail later in this article. We refer readers to standard textbooks (e.g., Bard and Faulkner\(^{37}\)) for a detailed description and analysis of the electrical double layer structure.

It is worth highlighting that unlike the case of a metallic conductor (described above) where a homogeneous polarization exists throughout the metallic plane, the polarization in the plane of a charged insulator or a metal oxide surface is inhomogeneous and discrete, and should not be described under similar theoretical framework. Girault and coworkers\(^{28–30}\) recently introduced “Discrete Helmholtz” (DH) model, where the discrete nature of the charge carriers at the metal oxide surface drive the formation of a monolayer of counter ions in the solution side, resulting to a large fraction of the interfacial potential drop to take place between these two correlated ionic layers. This ionic correlation, however, is not as strong for these counter ions to be considered as adsorbed or immobile, and these correlated ions in solution can take part in ionic conduction parallel to the plane of the interface, while restricted in the perpendicular direction. The main difference between DH and GCS models is that the former predicts a constant capacitance, while the latter predicts a potential dependent one.\(^{28–30}\) The DH model was also shown to be extended to other interfaces like liquid–liquid interfaces, charged silica–water interfaces, supercapacitors, ion-exchange membranes and even biological membranes.\(^{29}\)

### III. Electrochemical vibrational Stark effect

The textbook definition of the Stark effect is the shifting, splitting, and broadening of the spectral lines of atoms or molecules in the presence of an external electric field, \(i.e.,\) the Stark effect is the electric field analogue of the well-known Zeeman effect. From a chemical perspective, the vibrational energy levels of a molecule are shifted under the influence of an electric field since the molecular dipole moment (and thus the strength of the external perturbation) is different for the molecule in the ground and excited vibrational states. As a result, the molecule exhibits vibrational frequency shifts (vibrational Stark shifts) that increase with the strength of the external electric field. For sufficiently weak fields, the Stark shift follows a linear dependence, as follows:

\[
\Delta \nu = \nu - \nu_0 = -\Delta \mu \cdot F
\]

where \(\nu (\nu_0)\) is the frequency of a molecular vibrational mode in the presence (absence) of the field \(F\), and \(\Delta \mu\) is the difference in dipole moments (also known as Stark tuning rate) for the molecule in the ground and excited vibrational states. It is worth pointing out that besides external fields such as interfacial electric fields produced at the electrochemical surfaces, other local fields such as the solvation field that originates from solute/solvent interactions also contribute to the vibrational shift. An empirical scaling factor, known as local field correction factor \(f\), can be added to eqn (1) to consider the effective local electric field, that differs from the applied external field, around the vibrational probe.\(^{28}\) The factor \(f\) is usually considered as an adjustable parameter to fit the experimental spectra using the vibrational Stark effect model; for typical solvents, \(f\) is estimated to be approximately 2.\(^{25–24}\) Note, however, that strong specific solute/solvent interactions, such as hydrogen bonding interactions with solvent molecules, produce changes in the chemical nature of the vibrational probe resulting in significant deviations from the ‘expected’ shift (eqn (1)), and, therefore, frequency changes in such cases are not considered under the umbrella of the Stark effect. As such, an underlying assumption in the definition of the Stark effect is that the frequency change is caused by an external or internal electric field, and not due to any other chemical interaction that changes the electronic structure of the vibrational probe itself. There are many factors that contribute to the change of frequency of the vibrational probe; in this Perspective, we are focusing on the influence of the electric field from the electrode, while keeping other variables (such as solvent or ionic strength) constant, to separate different polarization effects. Under such conditions, the analysis of Stark effect tells us about the magnitude of the field away from the electrode surface. It is worth mentioning that changing the bias on the electrode surface, \(i.e.,\) change in...
external electric field also affects the solvation structure around the vibrational probe and thereby modulates the internal solvation field as well. The resulting change in vibrational frequency includes both factors and currently, there is no direct experimental tool to disentangle these two effects. The Stark tuning rate analysis mentioned in this Perspective works under the assumption that the internal solvation tuning rate analysis mentioned in this Perspective works under typically experienced by Stark shifts. The Stark tuning rate $\Delta f$ of those localized modes can be used to infer the strength of the local electric field $F$ whenever the Stark tuning rates $\Delta f$ are readily available from theory, or experimental data. The Stark tuning rate $\Delta f$ can be experimentally determined by immobilizing a molecule containing the vibration of interest in a polymer matrix, placing the matrix into a parallel capacitor and applying an external well-defined electric field to measure vibrational Stark shifts.\(^{15-38}\) Alternatively, $\Delta f$ can be obtained from \textit{ab initio} calculations by computing the vibrational frequency shift due to a perturbation of an external electric field added to the Hamiltonian of the system.\(^{39-41}\) Typical values for the vibrational Stark tuning rate of localized vibrational probes (such as CO or CN stretching modes) are approximately 0.5–2 cm\(^{-1}\) (MV cm\(^{-1}\))\(^{-1}\), i.e. 5–20 cm\(^{-1}\) (V cm\(^{-1}\))\(^{-1}\). Given that solvation and interfacial fields are of the order of tens of MV cm\(^{-1}\), frequency shifts of ~5–20 cm\(^{-1}\) are typically experienced by Stark shift probes, making the vibrational Stark effect an ideal tool for spectroscopic characterization of interfacial electric fields.

The interfacial electric field $F(\phi,n)$ is formally a function of both the voltage ($\phi$) applied to the electrochemical cell, and the electrolyte ionic strength ($n$), which are experimentally controllable parameters. In the electrochemical Stark shift experiment, the vibrational frequency of the Stark reporter is typically measured in a self-assembled monolayer (SAM), as a function of $\phi$ for a fixed value of $n$. For sufficiently small $\phi$, no current flows through the system, so voltage simply polarizes the electrode, and the frequency of the Stark shift reporter changes linearly with $\phi$, producing constant values of the Stark tuning slopes $\Delta f/d\phi$. Once the Stark tuning slopes $(\Delta f/d\phi)$ and Stark tuning rates $(\Delta f)$ are known for an electrochemical interface, the absolute strength of the interfacial electric field can be computed according to the following equation:

$$F(\phi) = -\frac{1}{\Delta \mu} \frac{d\phi}{d\phi} (\phi - \phi_{PZC})$$

(2)

where $\phi_{PZC}$ represents the potential of zero charge of the system (i.e., the voltage at which the total charge of the surface is zero). It should be noted that in deriving eqn (2), $d\phi/d\phi$ is assumed to be constant, which implies a linear dependence between the voltage and the interfacial electric field. Note, however, that no particular model of the electrochemical double-layer is assumed.

### IV. Vibrational sum frequency generation (VSFG) spectroscopy to measure Stark shift

Several \textit{operando} spectroscopic techniques have been applied for the characterization of interfaces\(^{42}\) and \textit{in situ} measurements of vibrational Stark shifts, including surface-enhanced infrared absorption spectroscopy (SEIRAS),\(^{43}\) attenuated total reflection infrared (ATR-IR) spectroscopy,\(^{44}\) Fourier-transform infrared reflection-absorption spectroscopy (FT-IRRAS),\(^{45}\) surface-enhanced Raman spectroscopy (SERS),\(^{46}\) sum frequency generation (SFG) spectroscopy\(^{46,47}\) and most recently, shell-isolated nanoparticle enhanced Raman spectroscopy (SHINERS).\(^{48}\) Amongst these techniques, only SFG is inherently surface specific, whereas other IR and Raman based experiments are not and, therefore, they suffer from significant background contribution from the bulk electrolyte solution. The SERS and SEIRAS type measurements work well for roughened electrodes where the surface roughness provides the enhancement of the electric field of the incident light, whereas SFG is particularly valuable to probe planar, single-crystal electrode surfaces. However, we should emphasize that when the spectroscopic entity is tethered to the surface, standard techniques like ATR-IR and SHINERS have sufficient surface sensitivity, despite not being formally surface specific, and provide similar information as one would otherwise get using conventional SFG spectroscopy. There is a considerable volume of literature on these topics; but for the sake of this Perspective, we will only be focusing on the examples related to electrochemical SFG experiments.

Sum frequency generation (SFG) spectroscopy provides a valuable platform for \textit{operando} spectroscopic investigation of buried solid/liquid interfaces, offering intrinsic surface/interface specificity down to sub-monomolayer sensitivity. Vibrational sum frequency generation (VSFG) thus offers an ideal method to explore fingerprint bands of molecular species adsorbed on electrode surfaces, including the capability to investigate the interfacial electric field by measuring the Stark shift of vibrational probes. In this Perspective article, we focus on the analysis of various systems probed recently by Stark shift VSFG spectroscopy.

Vibrational sum frequency generation (VSFG) is a second order nonlinear optical spectroscopy that is surface selective since it is electric dipole forbidden in the centrosymmetric medium of the bulk phase.\(^{49}\) Therefore, it is particularly useful to probe molecules at interfaces between two materials where they adopt a preferred orientation.

A typical VSFG experiment is performed by spatially and temporally overlapping a femtosecond broadband tunable IR laser beam and a picosecond narrowband visible laser beam with the sample. The broadband IR pulse creates a vibrational coherence which is upconverted by the visible pulse, and the sum frequency signal can be readily detected since it is emitted along the phase matching direction. The frequency resolution of the VSFG experiment is determined by the bandwidth of the narrowband visible upconverting pulse. The intensity of the
VSFG signal ($I_{\text{VSFG}}$) is proportional to the square of the magnitude of the second-order nonlinear susceptibility ($\chi^{(2)}$), and can be fitted by the following equation:\(^\text{50}\)

$$I_{\text{VSFG}} \propto |\chi^{(2)}|^2 = \left| \chi^{(2)}_{\text{NR}} e^{i\varphi} + \sum_n \frac{B_n}{\omega_{\text{IR}} - \omega_n + i\Gamma_n} \right|^2 $$ \hspace{1cm}(3)

where $\omega_{\text{IR}}$ is the frequency of the IR pulse; $B_n$, $\omega_n$ and $\Gamma_n$ are the amplitude, frequency, and linewidth of the $n^{\text{th}}$ vibrational mode at the interface; $\chi^{(2)}_{\text{NR}}$ and $\varphi$ are the amplitude and the phase of the non-resonant susceptibility. The molecular species at the surface gives rise to resonant polarization, whereas the non-resonant background originates from the collective response of the electrons at the surface in the presence of intense laser fields and is assumed to be independent of the frequency of the IR light. It is important to remark that the term ‘non-resonant’ is solely from the point of view of the resonant response of the molecules at the surface, and can be a little misleading at times. For example, in the case of metallic surfaces, common in many electrochemical systems, a large background response is observed due to the presence of surface-plasmon resonance that can get excited with the visible beam used in the VSFG experiment. Thus, the phase ($\varphi$) associated with $\chi^{(2)}_{\text{NR}}$ largely depends on the properties of the metal, the wavelength of the visible pulse, and the nature of the surface plasmon resonance. For two commonly employed metals, gold and silver, the non-resonant phase is usually reported in the literature as $\pi/2$ and $-\pi/4$, respectively, for a visible pulse of wavelength 532 nm.\(^\text{51}\)

VSFG spectra are recorded for selected polarizations of the input and output pulses. The orientation of the molecular chromophores at the interface can be inferred from direct comparisons to the calculated relative intensities of VSFG signals $I_{\text{VSFG}}$, as obtained from ab initio calculations of $\chi^{(2)}$, for different polarization combinations of the incoming and outgoing pulses and/or for different normal modes.\(^\text{52-56}\) Eqn (3) represents the intensity of the VSFG signal that contains both real and imaginary parts of the resonant molecular response ($\chi^{(2)}_{\text{R}}$), the non-resonant response ($\chi^{(2)}_{\text{NR}}$) from the substrate and the cross terms that are generated because of the interference of these resonant and non-resonant terms. One must rely on complicated spectral fitting procedures to separate out each contribution from such homodyne detected VSFG spectrum, which sometimes can be difficult because of the interference of nearby resonances and in presence of huge non-resonant signal that also interferes with resonant signals. Phase-sensitive VSFG (PS-VSFG) spectroscopy\(^\text{57}\) or heterodyne-detected VSFG (HD-VSFG) spectroscopy\(^\text{58}\) paved the way for the determination of both real and imaginary parts of $\chi^{(2)}_{\text{R}}$ and the phase associated with each resonance, allowing for the accurate subtraction of $\chi^{(2)}_{\text{NR}}$. Moreover, unlike the conventional VSFG technique where signal intensity decreases quadratically with decreasing number density of the surface species, the signal intensity scales linearly with surface coverage for HD-VSFG, significantly improving the sensitivity of the measurement with molecular surface coverage as low as 3%.\(^\text{58}\) However, despite these obvious advantages, there is currently no in situ electrochemical HD-VSFG result reported in the literature to the best of our knowledge. Recent efforts by Hofmann and Koelsch\(^\text{59}\) introduced a new fitting scheme (iMEMfit) based on iterative phase-matching between complex spectra retrieved from maximum entropy method (MEM) analysis\(^\text{60,61}\) and fitting of SFG intensity spectrum. This leads to a unique solution of the complex part of $\chi^{(2)}$ that shows excellent agreement with that of experimental PS-VSFG spectrum,\(^\text{57,62}\) enabling quantitative spectral analysis. To measure the strength of the interfacial electric field and the Stark tuning rate of surface attached, or surface adsorbed species, VSFG experiments are performed under electrochemical conditions. Here, we briefly describe the VSFG experimental set-up from the Lian lab, shown in Fig. 2c. A glass dish is used as an electrochemical cell and is kept inside a home-built chamber which is purged with $N_2$ gas during the experiment. Molecules, typically catalysts, with thiol anchoring groups are used to create a SAM on the Au surface, which serves as the working electrode. To establish the electrical connectivity, copper tape is attached to the gold surface, using an epoxy resin to isolate the copper tape from the electrolyte solution. A 25 $\mu$m Teflon spacer is placed on top of the Au surface; above which a 2 mm thick CaF$_2$ window is pressed down in contact. The 25 $\mu$m space between the Au slide and the CaF$_2$ window allows for efficient mass (electrolyte) transport during the electrochemistry experiment. The electrochemical cell (glass dish) is then filled with the electrolyte solution. A reference and a counter electrode are immersed into the solution, and all electrodes are connected to a potentiostat (Gamry Instruments) in three-terminal configuration. The VSFG spectrum is typically collected under an applied bias potential for the SAM deposited on a metallic (e.g., Au) or semiconductor (e.g., TiO$_2$) working electrode. A representative potential-dependent VSFG spectra of the nitrile-stretch of 4-mercaptobenzonitrile (4-MBN) on gold is shown in Fig. 2b.\(^\text{63}\)

Stark shift measurements have been successfully reported for a range of catalysts attached to various metal and semiconductor surfaces with suitable anchoring groups. Synthetic efforts have contributed significantly by functionalizing the molecules with anchoring groups that attach to Au electrode surfaces with thiolate, nitrile, or isocyanide groups, or to metal-oxide surfaces with carboxylate, or phosphinate anchoring groups. It is worth noting that thiolate, cyanide, isocyanide type linkages are not suitable for spectroscopic investigation of the catalyst down to their first reduction potential, as they may be stripped from the electrode surface at potentials below $\sim-0.9$ V vs. Ag/AgCl. The carboxylate, phosphonate or silytrane anchoring groups on oxide surfaces are relatively more robust. The graphite conjugated catalysts\(^\text{64}\) or functionalization of the silicon surface via Si-C covalent bond\(^\text{65}\) pave the way for the development of much robust catalysts that can operate under highly negative voltages. Thus, the combined synthetic, experimental and theoretical efforts by the Kubiak, Lian and Batista groups have enabled fundamental VSFG studies of catalytic systems on electrode surfaces in efforts to provide new insights on catalyst-substrate and catalyst-support interactions, and their response to externally applied bias potential. The integrated approach provides a useful platform to begin studies of chemical reactions at interfaces that could be controlled with
externally applied electric fields that modulate the electronic properties of the catalytic sites.

V. Representative examples

(1) Interfacial electric fields at an electrode under polarizing or current-carrying conditions

Dawlaty and coworkers have carried out several studies focusing on the measurement of interfacial fields using 4-mercaptobenzonitrile (4-MBN) as the Stark effect reporter.35,63,67–69 These studies utilize covalent attachment of 4-MBN onto a gold surface and measure the stretching frequency of the nitrile group \( n(CN) \) as a function of different variables to obtain information ranging from the interfacial solvation fields to the correlation between the electrochemical polarization and the Hammett parameters. The \( n(CN) \) stretching frequency varies with applied potential \( \varphi \) and ionic-strength concentration \( n \) of the electrolyte solution (KCl), exhibiting a shift \( \Delta \nu \) that increases linearly with \( \varphi \) for all \( n \). For a fixed \( \varphi \), \( \Delta \nu \) rapidly increases with increasing \( n \) from 1–100 mM and beyond that range the change is not significant. These experimental findings were explained by Patrow et al.35 using a model inspired by the work of Smith and White,79 with the following expression of the electric field \( F \) experienced by the SAM as a function of \( \varphi \) and \( n \):

\[
F(\varphi, n) = \frac{\varepsilon_1 \kappa (\varphi - \varphi_Z)}{\varepsilon_2 d \kappa + \varepsilon_1}
\]  

(4)

Here, \( \varepsilon_1 \) and \( \varepsilon_2 \) are the dielectric constants of the SAM and the diffuse layer respectively, \( d \) is the effective thickness of the SAM, \( \kappa \) is inverse Debye length proportional to the square root of the ionic concentration \( (\propto \sqrt{n}) \), and \( \varphi_Z \) is the potential of zero charge. Eqn (4) combines the Gouy–Chapman model with the capacitive response of the molecular SAM, and in the limiting case of \( d = 0 \), i.e., without the SAM on the gold surface, the Gouy–Chapman model can be reclaimed. Starting with this equation, the expression of \( \Delta \nu(\varphi, n) \) can be derived, which shows that in the limit of large \( n \) values, \( \Delta \nu \) does not depend on the ionic concentration, thereby explaining the small change in the nitrile stretching frequency once the electrolyte concentration is higher than 100 mM. The interfacial electric field strength \( F \) as a function of \( \varphi \) and \( n \) can be calculated with this model (eqn (4)), as plotted in Fig. 3. Patrow et al.35 showed that the linear change
in $\Delta \nu$ vs. $\varphi$ occurs only for positive potentials whereas for negative potentials no change is observed. For the positive bias region, negligible electrochemical current is observed, resulting in charge build-up at the SAM and a resulting increase in $\varphi$ which increases $\Delta \nu$. On the contrary, significant current is withdrawn for negative potentials, and the magnitude of the current increases with increasing negative voltage, which results in a negligible increase of the field inside the SAM, resembling a “leaky capacitor”. Consequently, $\Delta \nu$ does not change with $\varphi$ in the negative bias region.

In related work, Shi et al.\textsuperscript{67} used surface enhanced Raman scattering (SERS) based Stark shift spectroscopy to monitor local electric fields at electrode surfaces during the hydrogen evolution reaction (HER). The onset potential for HER and the PZC at the electrode–electrolyte interface could be determined by current–voltage ($I$–$V$) and capacitance–voltage ($C$–$V$) measurements, respectively. Comparison of the electric field strength at the onset potential ($E_{\text{onset}} = E_{\text{reaction}} = -0.2$ V nm$^{-1}$) and the PZC ($E_{\text{PZC}} = E_{\text{solution}} = -0.08$ V nm$^{-1}$) provided a way to disentangle the reaction field from the solution field, and the difference corresponds to the field exerted by the electrode ($E_{\text{electrode}} = -0.12$ V nm$^{-1}$) at the onset of HER. The Stark shift measurement of the CN group of benzonitrile reveals a deviation from the linear relationship between the Raman shift and the applied potential when the potential is below $-0.3$ V vs. Ag/AgCl – i.e., in the HER region that corresponds to an exponential increase in electrochemical current with increase in negative electrode potential. Deviation from linearity stems from a finite voltage drop across the solution ($\Delta V = IR$, where $I$ is the electrochemical current and $R$ is the resistance of the electrolyte solution). The linear dependence of Stark shift is resumed by plotting the frequency as a function of $V_{\text{applied}} - V_{\text{solution}}$, corrected for voltage drop across the solution under current carrying conditions.

(2) Solvation reaction field at the interface

The solvation field is described by the well-known Onsager reaction field theory\textsuperscript{73} for bulk dielectric media, where a solute molecule is modeled to be residing inside a cavity created by the surrounding solvent. The charge density of the solute polarizes the surrounding solvent, generating the so-called ‘reaction field’ that interacts with the solute molecule itself. The vibrational Stark shift of the chromophore embedded in the solvent cavity provides a quantitative probe of the surrounding field, analogous to the Stark shift of vibrational probes in proteins as demonstrated by Boxer and coworkers.\textsuperscript{33,72} However, the bulk Onsager model cannot be directly translated to the interface due to its inherent asymmetry of the dielectric properties.

Dawlaty and coworkers\textsuperscript{68} constructed a parallel model applicable to the interface, establishing a relation between the vibrational Stark shift of a chromophore tethered to an electrode surface and the interfacial solvation field. To achieve this, a monolayer of 4MBN was formed by covalently attaching 4MBN molecules to the Au surface via thiolate anchoring groups. The VSFG spectra of the monolayer were recorded in the CN stretching region in contact with several solvents (Fig. 4), finding that the frequency of the CN stretch red-shifts when increasing the dielectric constant of the solvent from hexane to DMSO. An expression of the interfacial solvation field analogous to the bulk Onsager model explains the experimental Stark shift as a function of the solvent dielectric constant. The model is based solely on electrostatic interactions, so it does not account for any other type of solute–solvent interaction or even specific interactions due to hydrogen-bonding. Therefore, in the case of chlorinated solvents (CHCl$_3$, C$_2$H$_5$Cl$_2$), water and alcohols, the predicted frequency of the CN stretch does not match the experimental observations. The distinct feature of the interfacial solvation field model, when compared to the bulk Onsager model, is that it does not vanish for $\varepsilon_r = 1$, possibly due to the interaction of the molecular dipole with the metal substrate. Moreover, for most solvents, the interfacial solvation field is smaller than its bulk counterpart and thereby induces a smaller Stark shift of the vibrational chromophore at the interface. The predicted reaction field ($\vec{E}_{\text{Int}}$) at the 4MBN/Au interface varies from 0.98 V nm$^{-1}$ for hexane to 2.09 V nm$^{-1}$ for DMSO.

(3) Electric field strength experienced by surface-immobilized molecular catalysts

Molecular electrocatalysts have been studied extensively in recent years, as they are the key components for a wide range of applications including production of solar fuels, photo-

Fig. 3 (a) Variation of interfacial electric field experienced by the SAM with applied potential and ionic concentration, $\Delta F = F(\varphi,n) - F(0,n)$. Variation of (b) nitrile stretching frequency, and (c) current as a function of applied potential. Figures are adapted from a publication by Patrow et al.\textsuperscript{26}
electrochemistry, and sustainable fuel generation. In hybrid electrocatalysts where the molecular catalyst is covalently attached to an electrode surface, there is an advantage in the recovery/separation of the products (and catalyst) at the end of the application. To characterize the interfacial structure of such surface-immobilized catalysts, Lian and Batista explored a series of rhenium bipyridine complexes of the general form Re(CnA)(CO)3Cl (CnA = 2,2'-bipyridine-4,4'-(-CH2)n-COOH, n = 0–4), bound to single crystalline high-symmetry rutile TiO2 (001) surface by the carboxylate anchoring group. The analysis of molecular orientations based on \textit{ab initio} DFT calculations of the phase-sensitive VSFG spectra showed that the plane of the bipyridine rings of the Re complex is almost perpendicular to the surface, making an average angle of \( \sim 10^\circ \) from the surface normal (Fig. 5), progressively tilting towards the TiO2 (001) substrate for an increased number of –CH2 units in the linkers. The binding geometry and structural heterogeneity are also affected by the crystal facet of the underlying substrate. For example, an aggregated dimeric structure of the Re catalyst is favored over the monomer on the TiO2 (110) surface, similar to those observed on TiO2 nanoparticles. Information about the interfacial binding geometry/orientation of the electrocatalysts is crucial, as it directly influences the adsorbate–substrate coupling, mechanism of energy and charge transfer and most importantly, the relative stability of the catalytic intermediates.

Metal interfaces are particularly important in both heterogeneous and homogeneous catalysis and have enabled \textit{in situ} monitoring of the potential-dependent electrocatalytic activity of Re catalysts for CO2 reduction. Attachment to Au surfaces has been achieved upon functionalization of the complex bipyridine ligand with CN anchoring groups that covalently bind to the Au surface. In contrast to Re catalysts that bind to the TiO2 surface with carboxylate anchoring groups, the plane of the bipyridine rings of the CN substituted catalysts, Re(4-cyano-2,2'-bipyridine)(CO)3Cl and Re(4,4'-dicyano-2,2'-bipyridine)(CO)3Cl, 

![Fig. 4](image)

(a) The red dots represent the experimental frequency shift (relative to air) of the nitrile stretch of the 4-MBN molecule adsorbed on gold as a function of the dielectric constant of the solvents. The blue line represents the fit of the experimental results according to the interfacial solvation field model, derived from the bulk Onsager model by Sorenson et al. As shown, the interfacial solvation model cannot describe the frequency shifts in the case of chlorinated (CHCl3 and CH2Cl2) and oxygenated (CH3OH and H2O) solvents that participate in H-bonding interactions with the CN moiety. (b) The bulk (red) and the interfacial (blue) reaction fields, in reduced units, as a function of dielectric constant of the solvents. The bulk Onsager field goes to zero at \( \varepsilon_r = 1 \); but the interfacial field does not, due to interaction with the metal. These figures are adapted from a publication by Sorenson et al.
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(a and b) Calculated adsorption geometry of Re(CnA)(CO)3Cl on rutile TiO2 (001) substrate, adapted from previous studies. The shaded blue region shows the plane of the bipyridine rings that is tilted at an angle with respect to the surface normal.
are almost parallel to the metallic surface (~63° relative to the surface normal), typically exposing the catalytic binding site (Cl ligand) away from the Au substrate. However, the catalytic monolayers are not stable under highly negative voltages and dissociate from the Au surface before any redox reaction of the metal center can take place. This problem can be partially overcome by preparing thiol or disulfide derivatives of the Re complexes which form more robust Au–S bonds and therefore more stable SAMs on the gold surface. In a combined effort by Batista, Lian and Kubiak groups, thiol derivatives of two popular CO2 reduction catalysts, Re(4-mercapto-2,2'-bipyridine)(CO)3Cl (ReS) and Mn(4-mercapto-2,2'-bipyridine)(CO)3Cl (MnS) have been characterized on Au electrode surfaces. The electric field strength at the catalytically active metal center was determined by measuring the Stark tuning rate of the CO ligand stretching vibrations by electrochemical VSFG spectroscopy and DFT calculations. It was revealed that the catalysts were significantly tilted by about 65–75° relative to the surface normal (Fig. 6d), with one of the CO groups facing towards the Au surface while exposing the Cl group to the solution, thereby providing in principle a favorable orientation for CO2 binding after exchange with Cl. The potential dependent SFG spectra (Fig. 6a), measured in the range 0.3 to −1.3 V (vs. Ag/AgCl) in a 10 mM aqueous KOH solution shows that the frequency of the CO stretching mode as well as the resonant and non-resonant amplitudes vary reversibly as a function of potential, generating symmetric contour plots between cathodic and anodic sweeps. The non-resonant signal (Fig. 6c) goes through a minimum at −0.2 V for ReS and −0.4 V for MnS, corresponding to the PZC of the Au/SAM/electrolyte system. The frequency shift of the symmetric CO stretching mode can be linearly fitted as a function of the applied bias in the range between 0 to −1.0 V, giving Stark tuning slopes of 21.0 ± 2.0 and 10.0 ± 2.0 cm⁻¹ V⁻¹ for ReS and MnS complexes, respectively. To determine Stark tuning rates of both complexes, DFT calculations were performed to obtain the stretching frequencies of the CO groups as a function of the field strength, when applied normal to the Au surface. The calculated Stark tuning rates Δμ were almost identical for both complexes (−7.5 ± 0.2 cm⁻¹ (V nm⁻¹)⁻¹ for ReS, and −7.7 ± 0.2 cm⁻¹ (V nm⁻¹)⁻¹ for MnS) and twice as large when compared to Δμ for a different binding geometry of the complex where the axial CO group is

Fig. 6 (a) Potential-dependent SFG spectra of Re(4-mercapto-2,2'-bipyridine)(CO)3Cl (ReS) complex attached to Au surface, measured in the potential range from 0.3 to −1.3 V (vs. Ag/AgCl) and using 10 mM KOH aqueous electrolyte solution. (b) Electric field strength as a function of applied potentials; black and red circles correspond to ReS and MnS SAM, respectively. Dashed lines are linear fittings to the data. (c) Potential-dependent amplitude of the non-resonant background obtained from the SFG spectral fitting. (d) DFT-optimized geometry of the ReS SAM on Au; the axial CO group directly points to the Au substrate, while the halogen atom (green color) is facing away. These figures are adapted from a publication by Clark et al.89
further away from the surface (~7.4 Å). Combining the experimental and theoretical results, it has been established that the interfacial electric field strengths at the catalytically active metal centers are on the order of 0.1–1 V nm⁻¹ (10⁶–10⁷ V m⁻¹), as shown in Fig. 6b, for Re and Mn complexes plotted as function of applied potential. The slope of the linear fit, dF/dφ is inversely proportional to the length of the monolayer, and thereby gives a rough estimate of the effective thickness of the SAM formed by these complexes (3.7 ± 0.2 and 7.6 ± 0.2 Å for ReS and MnS, respectively) which are in reasonable agreement with the metal-gold distances calculated by DFT. On the contrary, a simplified Gouy–Chapman-like double-layer model which does not account explicitly for the SAM predicts dF/dφ to be proportional to the inverse Debye length (κ), giving a value of κ⁻¹ = 30 Å for a 0.01 M KOH solution, which differs significantly from the experimental data. These results emphasize that the interfacial electric field is drastically modified by the SAM and cannot be properly described by a simplified Gouy–Chapman-like double-layer model.

The electrochemical potential window for studies of these catalysts is limited by the stability of the thiolate anchoring group attached to the Au surface. Recent work has been focused on modification of the bipyridine ligand with a disulfide anchoring group, as shown for the complex Re(3,3'-disulfide-2,2'-bipyridine) (CO)₃Cl (ReSS) that binds normal to the gold surface. Such a binding mode is stabilized by the double-anchoring group exposing the catalyst directly to the CO₂ substrate in the solution, an ideal configuration for catalytic functionality. These results further highlight the capabilities of a collaborative approach for design and characterization of heterogenized catalysts at the molecular level.

(4) Correlation between Hammett parameters and electrochemical polarization

The Hammett parameters (σ) provide a valuable metric to quantify the extent of the polarization effect that a functional group exerts on a molecule by “inductive” effects (i.e., electron withdrawing or donating character). Therefore, the Hammett parameter of a substitutional group typically correlates with the vibrational frequency of a chromophore present in that molecule. Hammett parameters are obtained by measuring for example the pK_a-shift of benzoic acid substituted with the corresponding functional group (R), referencing them with respect to the pK_a of unsubstituted benzoic acid (k_a), as follows:

$$\sigma = \frac{1}{\rho} \log \left( \frac{K}{K_a^0} \right)$$  (5)

where ρ is a constant assumed to be 1 for benzoic acid. Electron withdrawing substituents stabilize the conjugate base (benzoate anion), giving rise to K > K_a, and therefore a positive σ value. For an electron donating functional group, the opposite situation takes place resulting σ < 0. An electrode can also polarize the molecules in a similar way and thereby, there is a correspondence between electrochemical polarization and the inductive polarization effect of substituents that determine the Hammett parameter values. To establish this connection, Sarkar et al. measured the CN stretching frequency in FTIR spectra for a series of 4-R-substituted benzonitrile molecules, where the R substituents were chosen to span the Hammett parameter range -0.83 ≤ σ ≤ +1.11. The polarizing effect (electron donating or withdrawing) of the functional groups directly influence the CN stretching frequencies. On the other hand, using VSFG spectroscopy, the nitrile stretching frequencies were also measured electrochemically as a function of applied bias by tethering the 4-MBN molecules to gold electrode surfaces while varying the applied potential from -1.4 V to 0.6 V vs. the Ag/AgCl reference electrode. By comparing the CN stretching frequency between these two experiments, along with the computational efforts to calculate interfacial electric field strengths (in MV cm⁻¹) it was possible to correlate the Hammett parameters and the resulting electrochemical polarization. The analysis showed that the electric field strength is a linear function of the Hammett parameter, but only in a very narrow range −0.37 ≤ σ ≤ +0.45, beyond which a second order polynomial (F = ασ² + βσ + C) is needed to describe their relationship. The deviation from linearity becomes apparent for large positive fields and Hammett parameters, where the nitrile stretching frequency does not change as rapidly as in the linear regime and gradually tapers off. As shown in Fig. 7b, the correlation between electric field and Hammett parameter can be independently obtained based on experimental frequency changes (blue) and computational frequency changes (green), and the results corroborate each other. Another way to correlate the Hammett parameter with the electric field is by computing the charge density on the N atom (ρ_N) as a function of the externally applied electric field and the chemical substituents at the para position of the benzonitrile molecule. The charge density varies linearly both with external fields (F) and Hammett parameters (σ); and thereby equating ρ_N(F) and ρ_N(σ), one arrives at an equation F = (16 ± 3)σ where one unit of Hammett parameter corresponds to 16 MV cm⁻¹, i.e. 1.6 V nm⁻¹ polarizing electric field (red line in Fig. 7b). This work thus demonstrates that two seemingly distinct concepts from homogeneous and heterogeneous catalysis can be bridged by a simple equation and understood on an equal footing.

The Kubiak–Lian–Batista groups have extended this work for CO₂ reduction catalysts, namely Re(4-mercapto-2,2'-bipyridine) (CO)₃Cl (ReS), as discussed in the previous section. Their work showed that the observed ν(CO) frequency shifts (>25 cm⁻¹) induced by changing an externally applied electrochemical potential by 1.0 V (Fig. 7c) is four times larger than what has been achieved by synthetic efforts to change the corresponding Hammett parameters of electron donor/acceptor groups on the bipyridine (bpy) ligand (Fig. 7d). For example, by switching from an electron donating OMe group (Hammett σ_p = 0.27) to an electron withdrawing CN group (Hammett σ_p = 0.66) on the 4,4’ positions of the bpy ligand, ν(CO) frequency shifts of only 5 cm⁻¹ are observed, consistent with the correlation between Hammett parameters and electrochemical polarization discussed above. Note that it is important to recognize that no current actually flows in these experiments, i.e. there is no redox chemistry. The range of ν(CO) values observed by VSFG
spectroscopy of the Re catalyst on the Au electrode under bias corresponds to about half of what would be expected for a change of the Re oxidation state of $\frac{1}{2}$, or nearly the full range of known Hammett parameters from $\sigma_p$ of 0.83 or a $\text{N(Me)}_3$ group to +1.11 for a SO$_2$Cl group. Clearly, the electric field at the interface is changing the nature of the attached Re catalyst as much as could ever be achieved by synthesizing vastly different molecules.

(5) Structural transitions in ionic liquids probed by Stark–Shi spectroscopy

Dlott and coworkers have studied, using broadband VSFG spectroscopy, the electrochemical reduction of CO$_2$ to CO on a polycrystalline Ag electrode in the room temperature ionic liquid (RTIL, 1-ethyl-3-methylimidazolium tetrafluoroborate) electrolyte with a small amount of water (0.3 mol%). Several studies had shown that the Ag/RTIL/H$_2$O system is capable of reducing CO$_2$ with a low overpotential. Depending on the amount of water in the electrolyte solution, it is possible to achieve the faradaic efficiency of CO generation approaching nearly 100%. Cyclic voltammetry measurements showed that the threshold for CO$_2$ reduction in the Ag/RTIL/0.3% H$_2$O system is $-1.33$ V vs. Ag/AgCl (Fig. 8c). The SFG spectra of surface bound CO were measured as a function of applied potential, revealing that the CO stretching frequency changes drastically at the CO$_2$ reduction threshold; with a slope of $24 \text{ cm}^{-1} \text{ V}^{-1}$ in the range between $-0.36$ and $-1.33$ V and at more negative potentials, the slope almost doubles ($55 \text{ cm}^{-1} \text{ V}^{-1}$) due to the presence of a larger field (Fig. 8e). The Stark shift of CO below the CO$_2$ reduction threshold could only be measured during second or third CV cycles, since the concentration of CO adsorbed on the surface was very low during the first cycle. The intensity of the non-resonant (NR) SFG signal exhibits a minimum at around $-1.33$ V and increases quadratically as the potential is changed in either direction (Fig. 8a). Similar to the change in the Stark slope of CO, the curvature of such quadratic (parabolic) increase also changes drastically as it goes through the minimum, resulting in a much steeper slope for applied voltages below $-1.33$ V. VSFG experiments with argon purged RTIL solutions show that the minimum of the NR intensity appears at the same potential ($-1.33$ V), as in the case of the CO$_2$ purged RTIL solution, suggesting that the occurrence of such minima is unrelated to the presence of CO$_2$, thus characteristic property of RTIL itself.

In a separate publication, Rey and Dlott investigated the effect of water on the CO$_2$ reduction in ionic liquids under low overpotentials. It was observed that the CO$_2$ reduction
threshold potential dropped from $-1.33$ V to $-1.21$ V and then down to $-0.9$ V as the water content in the RTIL electrolyte increased from 0.3% to 45%, and then to 77 mol% (Fig. 8d). The minimum of the NR VSFG intensity (Fig. 8b) and the position of the drastic change in the Stark tuning slope of CO (Fig. 8f) also shift in concert with the threshold potential. We note that the minimum position of the NR VSFG intensity in this case is different from that observed for the potential of zero charge (PZC) which is at around $-0.6$ V for the Ag/RTIL system.

To explain the behavior of the NR VSFG intensity, Rey et al. argued that the SFG measurements at electrified interfaces have contributions from both second ($\chi^{(2)}$) and third ($\chi^{(3)}$) order nonlinear susceptibilities. The $\chi^{(2)}$ term arises solely from the electrode surface and surface adsorbates, whereas the $\chi^{(3)}$ term originates from the entire double layer (DL) consisting of the electrode surface, adsorbate in the inner layer and electrolyte in the diffused outer layer. In the limit $\chi^{(3)}_0 \gg \chi^{(2)}$, the non-resonant VSFG intensity $I_{NR-\text{VSFG}} \propto |\chi^{(3)}_{DL}|^2 \phi^2$ giving a quadratic dependence as a function of applied potential ($\phi$). The magnitude of $\chi^{(3)}_{DL}$ decreases with increasing negative potential, goes to zero at the threshold potential, and then changes sign and increase in magnitude as the potential becomes more negative. Rey et al. proposed that the change in sign and the magnitude of $\chi^{(3)}_{DL}$ at the reduction threshold are associated with the structural reorganization of the ionic liquid in the double layer. That interpretation is in line with STM measurements and molecular dynamics simulations which also predict a potential-dependent monolayer to multilayer structural transitions of RTIL at the electrode surface. As discussed above, such a structural transition in RTIL is independent of whether CO$_2$ is present or not in the medium and controls the CO$_2$ reduction process itself. DFT calculations showed that the

Fig. 8  (a and b) Potential dependent non-resonant VSFG signal from Ag/RTIL interface; (c and d) current density vs. potential obtained during cyclic voltammetry measurement; and (e and f) Stark shift of CO adsorbed on Ag electrode surface as a function of applied potential for 0.3 mol% and 77 mol% of water concentrations in Ag/RTIL/H$_2$O system, respectively. The vertical blue dashed line represents the threshold potential for CO$_2$ reduction. These figures are adapted from a publication by Rey et al.© 2021 The Author(s). Published by the Royal Society of Chemistry
imidazolium cations of RTIL form an ordered monolayer on the electrode surface interspersed with anion and water molecules.\(^{100,104}\) With increasing water content, the monolayer adjacent to the Ag surface retains cation-rich character, whereas cations in the subsequent layers are replaced by water molecules. This causes less hindrance to the potential-driven structural rearrangement of RTIL, shifting it to a lower negative potential and thereby triggering the CO\(_2\) reduction process at a lower overpotentials.

Using polarization-dependent VSFG spectroscopy, Baldelli and coworkers\(^{104}\) have directly probed the potential-dependent orientational change of ionic liquids at the surface of a platinum electrode. Two different RTILs were investigated, including \([\text{BMIM}]\text{[PF}_6\text{]}\) and \([\text{BMIM}]\text{[BF}_4\text{]}\), with 1-butyl-3-methylimidazolium \([\text{BMIM}]^+\) cations, and anions \(\text{[PF}_6\text{]}^-\) and \(\text{[BF}_4\text{]}^-\). The PPP/SSP intensity ratio of different vibrational modes in the range 2750 to 3300 cm\(^{-1}\) (C–H stretching region) change as a function of applied potential, suggesting a change in molecular orientation. At negative surface charge, the plane of the imidazolium ring of the \([\text{BMIM}]^+\) cation is relatively parallel to the electrode surface at an angle of ~60° with respect to the surface normal. Such orientation presumably helps to screen the surface charge well. At positive surface charge, following the law of electrostatics, the negative counter ions tend to come in the vicinity of the electrode surface. To accommodate these negative charges in the Helmholtz layer, the imidazolium ring of \([\text{BMIM}]\text{[BF}_4\text{]}\) tilts back from the electrode surface, at an angle of ~35° from the surface normal. For \([\text{BMIM}]\text{[PF}_6\text{]}\), the tilt angle of the imidazolium ring does not change considerably as a function of applied potential, but the twist angle changes dramatically (by ~70°) making room for the \(\text{[PF}_6\text{]}^-\) ions in the Helmholtz layer.

(6) Spatial inhomogeneity of the interfacial electric fields

Interpretations of the vibrational Stark shift are typically based on electric double layer theories, such as Gouy–Chapman, or Gouy–Chapman–Stern models that characterized the interfacial behavior in terms of macroscopic parameters, including permittivity, salt concentration and monolayer thickness. Although critical for advancing our understanding of electrode–solution interfaces, these mean field theories completely neglect the microscopic and dynamical nature of electrochemical interfaces that can give rise to very complex phenomena, including nanoscale structural and dynamical monolayer heterogeneity, monolayer permeability, and solvent and ion structuration. As such, vibrational Stark spectroscopy supplemented with computational modeling of these interfaces can provide atomistic details beyond the capabilities of mean-field theories.

In a combined effort by the Batista, Lian and Kubiak groups vibrational Stark spectroscopy was used to determine the interfacial electric field for a series of disiocyanide SAMs with varying length spacers between CN-groups on gold electrodes.\(^{105,107,108}\) Remarkably, the analysis of Stark tuning rate revealed that the Helmholtz layer thickness obtained from a Gouy–Chapman–Stern model is shorter than the length of the molecules. Consistently, atomistic molecular dynamics (MD) simulations showed that the solvent and ionic distribution are rather complex, intercalating ions and water in the SAM interface (Fig. 9).\(^{109}\) Moreover, the electrostatic profile obtained from atomistic simulations reveals a complex, oscillatory and inhomogeneous behavior, highlighting the limitations of mean-field theories to treat complex interfaces. Combining MD simulation with theoretical modeling, Limaye et al.\(^{110}\) quantified the electrostatic potential fluctuations experienced by ionic species in the vicinity of an electrode surface and examined the role of image charge effects on such potential fluctuations.

More recently, Hammes-Schiffer and coworkers\(^{104}\) have theoretically studied the interfacial electric field probed by the CN stretching of 4-MBN attached to a gold electrode as a function of applied potential, modeled by periodic DFT calculations. Substantial spatial inhomogeneity of the interfacial electric fields and electrostatic potentials were observed (Fig. 9c and d), including oscillations in the region of the molecular probe attached to the electrode. These results further show significant deviations from mean-field electric double layer models and stress the importance of atomistic descriptions for proper characterization of interfacial fields at electrochemical surfaces.

(7) Stark shift: discussion about through bond vs. through space effects

One of the central questions about electrochemical Stark shift spectroscopy is whether the Stark shift is mediated by a through-bond electronic polarization (akin to the inductive effect by functional groups) or via through-space electric field interaction or both. For Stark tuning rates of CO (\(r_{\text{CO}}\) vs. electric field) adsorbed on metal surfaces, the literature reports of the relative importance of electrostatic field (first-order Stark) effects and adsorbate-surface charge sharing effects are somewhat controversial.\(^{105,106}\) Lambert, however, pointed out that, with proper consideration of metal–adsorbate interactions, interpretations based on an atom superposition and electron delocalization molecular orbital treatment are equivalent to the description in terms of electrostatic interactions of dipole moments and electric fields.\(^{107,108}\) There is a substantial volume of work by Weaver and coworkers\(^{27,108-111}\) who, using DFT calculations for monoatomic adsorbates on finite metal clusters, investigated the dependence of the stretching frequency \(\nu\), binding energy \(E_b\), and equilibrium bond length \(r\) of metal–adsorbate bonds as a function of external electric field \(F\). The static dipole moment \(\mu_s\), which is field dependent, signifies the direction of metal–adsorbate charge polarization and determines the binding energy–field \((E_b–F)\) slopes to a very good approximation, whereas the dynamic dipole moment \(\mu_d\), i.e., the \(r\) dependent \(\mu_d\) value, coupled with the anharmonicity of the potential energy surface primarily control the Stark-tuning behavior.\(^{110,111}\) Using surface enhanced Raman spectroscopy (SERS), Zou and Weaver\(^{27}\) have investigated the dependence of metal–carbon vibrational frequency \(\nu_{\text{(M–C)}}\) as a function of electrode potential for saturated CO adlayers on palladium, platinum, rhodium, and iridium film electrodes. Their work showed that the Stark tuning rate of \(\nu_{\text{(M–C)}}\) is negative (from ca.
which is in contrast with the positive value of the Stark tuning rate of the adsorbed CO frequency ($n_{CO}$) on these Pt group metals (ca. 30 to 60 cm$^{-1}$ V$^{-1}$). The authors identified two factors that contribute to the overall electrochemical Stark effect: (1) the presence of an interfacial electrostatic field and (2) the potential dependent chemical bonding due to metal–adsorbate orbital overlap. Korzeniewski et al.\textsuperscript{112} has performed semiclassical analysis of the Pt–CO system by considering each effect separately and the theoretical results in both cases correctly predict the opposite signs of the Stark tuning rate of $n_{M-C}$ and $n_{CO}$; whereas the chemical binding model could also approximately reproduce the relative magnitude of these two numbers, i.e. the Stark tuning rate of $n_{M-C}$ being smaller by a factor of 2 as compared to that of $n_{CO}$. They, therefore, concluded that the chemical binding model plays a major role in describing surface–adsorbate interaction (quite understandably) and to explain the dependence of $n_{M-C}$ as a function of applied voltage. Later in 2011, Mamatkulov and Filhol\textsuperscript{113} studied electrochemical vibrational and energy properties of CO/Pt(111) in the framework of periodic density functional theory (DFT) calculations. Much like the approach by Zou and Weaver,\textsuperscript{37} they described the total Stark shift to be split into two competing components. The first corresponds to the direct effect of charging on the C–O chemical bond: it was referred to as electrochemical effect. The second is the consequence of the surface dipole interaction with the applied electric field that modifies the C–O distance, inducing a change of the C–O force constant due to the C–O bond anharmonicity: it was referred to as the electromechanical effect. Their work suggested that in the CO/Pt(111) case, the dominant contribution is electromechanical, i.e. the interaction of the molecular dipole with the electric field.\textsuperscript{113} In the case of 1,4-phenylenediisocyanide (PDI) adsorbed on gold (one NC group attached to gold, the other NC group is free), we have calculated the relative contribution of regular electromechanical term and the term originating from the coupling of higher order terms of the dipole moment to the electric field, suggesting that the former has the dominant contribution to the Stark tuning rate, being greater than the other by a factor of $\sim$4.\textsuperscript{40} Our calculation further suggests that for the free NC group, these contributions are of opposite signs and tend to cancel out giving rise to negligible Stark shift; but for the bound NC both contributions go in the same direction, producing a greater Stark tuning rate.

The above examples from the literature suggest that the origin of the electrochemical Stark shift remains an open question. Further collaborative synthetic, spectroscopic, and theoretical studies are needed to disentangle the through-bond and through space effects and to advance the understanding of

Fig. 9 (a and b) Surface-normal density profiles and mean electric potential profile of a 1,4-phenylene diisocyanide (PDI) monolayer on gold (~25% surface coverage) in contact with aqueous sodium perchlorate solution.\textsuperscript{40} The gold slab is located at $z = 0$ and the vertical dashed line indicates the thickness of the monolayer. (c and d) Contour plots of the surface-normal electric field (relative to the field at the PZC), for the 4-MBN molecule near the Au(111) surface at electrode potentials $-0.50$ V and $+0.50$ V.\textsuperscript{104} Figures (a), (b) and (c), (d) are adapted from publications by Ge et al.\textsuperscript{40} and Goldsmith et al.\textsuperscript{104}
the nature and distribution of the electric field at the electrode/electrolyte interface.

VI. Outlook and future directions

In this Perspective article, we have reviewed recent efforts focused on the characterization of interfacial electric fields at electrode/electrolyte surfaces with emphasis on Stark shift measurements based on VSFG spectroscopy and interpretation based on theoretical modeling. The reviewed studies have shown that the electric fields at electrochemical interfaces are typically of the same order of magnitude as the ones found at the active sites of enzymes, where strong local electric fields are known to modulate the electronic properties of the substrate, stabilizing transition states and thus lowering the reaction free energy barriers.74,75,77 Recent experimental and theoretical studies have demonstrated that applied electric fields can dramatically modulate the activity and selectivity of catalysts, inducing vast modulation of electrochemical responses under catalytic conditions that open new opportunities for field-driven chemistry and catalysis. However, given the complexity of the electrochemical interface, there is currently little molecular level understanding of how to achieve control of the interfacial electric fields to enhance reactivity or control selectivity of catalytic processes. Future studies to explore these possibilities are of a high priority. The combination of VSFG spectroscopy, electrochemical Stark effect and computational modeling of the interfaces provides a particularly useful unified approach to obtain a comprehensive molecular-level evaluation of the electrified interface.
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