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Abstract

Quantum mechanics/molecular mechanics (QM/MM) hybrid methods are currently the most powerful computational tools for studies of structure/function relations and catalytic sites embedded in macromolecules (e.g., proteins and nucleic acids). QM/MM methodologies are highly efficient since they implement quantum chemistry methods for modeling only the portion of the system involving bond-breaking/forming processes (QM layer), as influenced by the surrounding molecular environment described in terms of molecular mechanics force fields (MM layer). Some of the limitations of QM/MM methods when polarization effects are not explicitly considered include the approximate treatment of electrostatic interactions between QM and MM layers. Here, we review recent advances in the development of computational protocols that allow for rigorous modeling of electrostatic interactions in biomacromolecules and structural
refinement, beyond the common limitations of QM/MM hybrid methods. We focus on photosystem II (PSII) with emphasis on the description of the oxygen-evolving complex (OEC) and its high-resolution extended X-ray absorption fine structure spectra (EXAFS) in conjunction with Monte Carlo structural refinement. Furthermore, we review QM/MM structural refinement studies of DNA G4 quadruplexes with embedded monovalent cations and direct comparisons to NMR data.

1. INTRODUCTION

The development of computer architectures and efficient algorithms has allowed computational chemistry to establish itself as a powerful and valuable tool for general purpose applications, including a wide range of structural and mechanistic studies of large biomolecular systems (e.g., proteins and nucleic acids). In particular, hybrid quantum mechanics/molecular mechanics (QM/MM) methods have become available in popular software packages and are routinely applied in studies of catalytic complexes embedded in enzymatic macromolecular structures (Bakowies & Thiel, 1996; Dapprich, Komaromi, Byun, Morokuma, & Frisch, 1999; Field, Bash, & Karplus, 1990; Hummel, Sieber, & Morokuma, 1996; Luber et al., 2011; Maseras & Morokuma, 1995; Murphy, Philipp, & Friesner, 2000b; Pal et al., 2013; Philipp & Friesner, 1999; Shoji, Isobe, & Yamaguchi, 2015a; Shoji et al., 2015b; Singh & Kollman, 1986; Svensson et al., 1996; Vreven & Morokuma, 2000a, 2000b; Warshel & Levitt, 1976). QM/MM methods significantly expand the scope of quantum mechanical calculations to much larger systems by limiting the quantum mechanical description (typically based on density functional theory (DFT)) to a subsystem where chemical reactivity is localized (QM layer), while the “spectator” region is usually treated with an inexpensive model chemistry such as classical molecular mechanics force fields, or a lower level of electronic structure theory (e.g., semiempirical methods). This partitioning scheme ensures highly efficient, yet accurate, modeling of electrostatic interactions as exploited by the Moving-Domain QM/MM (MOD-QM/MM) methodology (Gascon, Leung, Batista, & Batista, 2006; Ho et al., 2014; Menikarachchi & Gascon, 2008; Sandberg, Rudnitskaya, & Gascón, 2012) and the studies of the oxygen-evolving complex (OEC) of photosystem II (PSII) reviewed in this chapter.

Technical differences between the various QM/MM methods concern whether the energy is evaluated according to additive or subtractive schemes, and whether the boundaries between QM and MM layers are
treated with link atoms, pseudopotentials, or localized bond orbitals (Senn & Thiel, 2009; van der Kamp & Mulholland, 2013). Other differences include the level of quantum chemistry and MM force field and different approaches for the description of electrostatic interactions between the QM and MM layers (e.g., mechanical embedding, electronic embedding, and polarized embedding schemes). In particular, the mechanical embedding approach couples in vacuo QM electronic densities with point charges in the MM layer, as described by classical electrostatic interactions. In the electronic embedding approach, the atom-centered point charges in the MM layer can polarize the QM electronic density. Finally, higher-level corrections to include the mutual polarization between the MM and QM layers can be included in the polarized embedding scheme (Devries et al., 1995; Eichler, Kolmel, & Sauer, 1997; Gao & Xia, 1992; Thompson, 1996; Vreven, Mennucci, da Silva, Morokuma, & Tomasi, 2001), and in the MOD-QM/MM scheme (Gascon, Leung, et al., 2006; Ho et al., 2014; Menikarachchi & Gascon, 2008).

The MOD-QM/MM method partitions the system into molecular domains and obtains the geometry and electrostatic properties of the whole system from an iterative self-consistent treatment of the constituent molecular domains (Gascon, Leung, et al., 2006; Ho et al., 2014; Menikarachchi & Gascon, 2008; Sandberg et al., 2012). Self-consistently optimized structures and electrostatic potential (ESP) atomic charges are obtained for each domain modeled as a QM layer polarized by the distribution of atomic charges in the surrounding fragments. The resulting computational task scales linearly with the size of the system, bypassing the exponential demand of memory and computational resources typically required by “brute-force” full QM calculations. Computations for several benchmark systems that allow for full QM calculations have shown that the MOD-QM/MM method produces ab initio quality structures and ESPs in quantitative agreement with full QM results (Gascon, Leung, et al., 2006; Ho et al., 2014; Menikarachchi & Gascon, 2008; Sandberg et al., 2012). The work reviewed in this chapter illustrates the MOD-QM/MM method as applied to the description of macromolecules of biological interest, including PSII and DNA quadruplexes, in conjunction with structural refinement based on simulations of X-ray absorption spectra and direct comparisons with experimental data.

The key aspect of MOD-QM/MM is the description of polarization effects in the MM layer of QM/MM calculations. In that respect, a number of methods were previously proposed (Mayhall & Raghavachari, 2012;
Saha & Raghavachari, 2015). One of them includes a standard atomic dipole description where dipole moments are induced in each atom of the MM layer, defined as the product of the atomic polarizability and the electric field at the position of the atom (Houjou, Inoue, & Sakurai, 2001; Illingworth et al., 2006; Thompson, 1996; Thompson & Schenter, 1995; Warshel, 1976). Atomic polarizabilities are therefore required as input parameters. The approach has been implemented at the “ab initio” level in quantum chemistry packages such as GAMESS (Schmidt et al., 1993) and Q-CHEM (Shao et al., 2015) where it is called an “effective fragment potential” method (Chen & Gordon, 1996; Day et al., 1996; Gordon et al., 2001). The polarization of the fragments is described by standard distributed multipoles, using atomic polarizabilities obtained in preliminary ab initio calculations as input parameters. Another related approach is the explicit polarization (X-Pol) method, which is an approximate fragment-based molecular orbital method. This approach incorporates many-body polarization at a cost that scales linearly with the number of fragments but must be augmented with empirical Lennard-Jones potentials (Gao, 1998; Xie, Orozco, Truhlar, & Gao, 2009).

Polarization effects can be accounted for at the MM level by using polarizable force fields (Banks et al., 1999; Bernardo, Ding, Kroghjjespersen, & Levy, 1994; Burnham & Xantheas, 2002; Corongiu, 1992; Halgren & Damm, 2001; Huang, Lopes, Roux, & MacKerell, 2014; Maple et al., 2005; Palmo, Mannfors, Mirkin, & Krimm, 2003; Ren & Ponder, 2003; Schworer et al., 2013; Stern et al., 1999; Stern, Rittner, Berne, & Friesner, 2001; Vanommeslaeghe & MacKerell, 2015; Yu, Hansson, & van Gunsteren, 2003), although such methods are computationally expensive. One of the early classical methods to describe polarization effects has been the “fluctuating charge model,” studied by Rappe and Goddard (Rappe & Goddard, 1991), Berne (Bader & Berne, 1996; New & Berne, 1995; Rick & Berne, 1996; Rick, Stuart, Bader, & Berne, 1995; Rick, Stuart, & Berne, 1994; Stuart & Berne, 1996), Parr and Yang (Parr & Yang, 1989), Friesner and Berne (Stern et al., 2001), and Field (Field, 1997). In this model, the system is broken down into fragments; whereas the total charge of the fragment is conserved, the charges on the atoms are calculated self-consistently through minimizing the total energy of the system with respect to the atomic charges. This self-consistent procedure leads to the charges, for which the partial derivatives of the total energy $E$ with respect to the atomic charges—electronegativities—are equal. Similar approaches include the chemical potential equalization proposed...
by York and Yang (York, 1995; York & Yang, 1996) and the Drude oscillator models implemented by Voth (Lobaugh & Voth, 1994), Chandler (Thompson, Schweizer, & Chandler, 1982), Cao and Berne (Cao & Berne, 1992), and Sprik and Klein (Sprik & Klein, 1988).

Semiempirical models, based on the equalization of atomic electronegativities (Borgis & Staib, 1995; Field, 1997; Gao, 1997), obtain the self-consistent density matrices of the constituent fragments by neglecting the off-diagonal elements associated with atoms of different fragments. The interaction between the fragments can be added back by including Lennard-Jones potential term as well as electrostatic interactions based on Mulliken charges (Field, 1997; Gao, 1997). The Mulliken charges can be then improved by rescaling, using empirical parameters obtained from comparisons of the computed and experimental properties of the system (Gao, 1997). The charges can be also calculated using a semiempirical charge model (CM), developed by Cramer and Truhlar (Storer, Giesen, Cramer, & Truhlar, 1995). However, the charges cannot be improved to reproduce ab initio quality ESPs, as in the MOD-QM/MM method since they would be too small and would require empirical scaling (Field, 1997; Gao, 1997).

Semiempirical fluctuating CMs also differ from MOD-QM/MM in the treatment of the boundaries between QM and MM layers. MOD-QM/MM was specifically designed to model ESPs of extended systems (eg, proteins, RNA, DNA) where it is necessary to cut covalent bonds to define the boundaries between QM and MM layers. When combined with accurate calculations of ESP atomic charges, the MOD-QM/MM method allows one to obtain ab initio quality ESPs and refined structures of extended systems.

The MOD-QM/MM approach usually converges within a few iterations of self-consistent calculations of polarized charges and optimized geometries of the constituent domains, and therefore has convergence properties similar to those of “linear scaling” techniques where the whole system is treated at the QM level (Babu & Gadre, 2003; Baldwin, Kampf, & Pecoraro, 1993; Burant, Scuseria, & Frisch, 1996; Daniels & Scuseria, 1999; Greengard & Rokhlin, 1987; Li, Nunes, & Vanderbilt, 1993; Schwegler & Challacombe, 1996; Strain, Scuseria, & Frisch, 1996; Stratmann, Burant, Scuseria, & Frisch, 1997; Stratmann, Scuseria, & Frisch, 1996; Strout & Scuseria, 1995; White & Headgordon, 1994; White, Johnson, Gill, & HeadGordon, 1996). In such linear scaling methods, the high computational cost is avoided by neglecting the two electron integrals between orbitals that are situated at long distances from each other, leading to sparse Fock matrices. Full diagonalization
is circumvented and the correlation energy is computed in a less expensive way (Ko et al., 2003; Saebo & Pulay, 1993), or by using localized orbitals (Subotnik & Head-Gordon, 2005). Another linear scaling method is the “divide-and-conquer” technique, developed by Yang and coworkers (Lee, York, & Yang, 1996; Yang, 1991; Yang & Lee, 1995). Such a method divides the density matrix into fragments that are treated by conventional quantum chemistry techniques to ultimately obtain the properties of the whole system. Later, Merz and coworkers developed a semiempirical version of divide-and-conquer (Dixon & Merz, 1996, 1997; Ermolaeva, van der Vaart, & Merz, 1999), Exner and Mezey proposed the adjustable density-matrix assembler approach (Exner & Mezey, 2002, 2003, 2004); Zhang and coworkers developed the molecular fractionation with conjugated caps approach (Gao, Zhang, Zhang, & Zhang, 2004; Kurisu, Zhang, Smith, & Cramer, 2003; Mei, Zhang, & Zhang, 2005; Zhang, Xiang, & Zhang, 2003; Zhang & Zhang, 2003), Gadre and coworkers developed the molecular tailoring approach (Babu & Gadre, 2003; Babu, Ganesh, Gadre, & Ghermani, 2004; Gadre, Shirsat, & Limaye, 1994), Kitaura and coworkers proposed the fragment molecular-orbital FMO method (Fedorov & Kitaura, 2004a, 2004b; Kitaura, Ikeo, Asada, Nakano, & Uebayasi, 1999; Kitaura, Sugiki, Nakano, Komeiji, & Uebayasi, 2001), Li and coworkers proposed the localized molecular-orbital assembler approach (Li & Li, 2005; Li, Li, & Fang, 2005), Mayhall and Raghavachari proposed the multilayer molecules-in-molecules method that is similar in spirit to the ONIOM approach (Mayhall & Raghavachari, 2011) (vide infra), while Collins and Bettens introduced the combined and systematic fragmentation approach (Collins, Cvitkovic, & Bettens, 2014).

The MOD-QM/MM approach does not have any kind of limitation with regard to the level of quantum chemistry applied to describe the QM layer. Typically, it has been implemented by using DFT, which allows for an efficient description of electron correlation at the computational cost of single-determinant calculations. MOD-QM/MM with DFT has been successfully applied to PSII and other biological systems (Gascon, Leung, Batista, & Batista, 2006; Gascon, Sproviero, & Batista, 2006; Gascon, Sproviero, McEvoy, Brudvig, & Batista, 2008; Menikarachchi & Gascon, 2008; Sandberg et al., 2012; Sproviero, Gascon, McEvoy, Brudvig, & Batista, 2006a, 2006b, 2007, 2008a, 2008b, 2008c, 2008d). This includes modeling charge redistribution, polarization effects and changes in the ligation scheme of metal centers induced by oxidation state transitions, and bond breaking and forming processes associated with chemical reactivity
and proton transfer. The resulting MOD-QM/MM model systems have allowed for direct comparison with high-resolution spectroscopic data, including FTIR, NMR, extended X-ray absorption fine structure spectra (EXAFS), and EPR spectroscopy (Sproviero et al., 2007; Sproviero, Gascon, et al., 2008a, 2008b, 2008c, 2008d, 2008b).

This chapter reviews the MOD-QM/MM as a rigorous yet practical methodology suited to study a wide range of enzymes and biological systems, including DNA, RNA, and proteins with catalytic sites beyond the capabilities of molecular mechanics force fields. The presentation is organized as follows. First, we review the QM/MM methodology, including a detailed discussion of its implementation to metalloenzymes and DNA. Then, we review the post-QM/MM refinement scheme based on simulations of X-ray absorption spectra and direct comparisons with experimental measurements. The applications review benchmark studies, illustrating the capabilities of the MOD-QM/MM methodology and the post-QM/MM analysis of model structures through direct comparisons with NMR and EXAFS spectroscopic data.

2. METHODS

2.1 QM/MM Methodology

The MOD-QM/MM method is a general approach that can be applied in conjunction with any electronic embedding QM/MM methods (Chung, Hirao, Li, & Morokuma, 2012; Gascon, Leung, et al., 2006; Menikarachchi & Gascon, 2008; Sproviero, Gascon, et al., 2008b; Vreven et al., 2006). It has been implemented in the ONIOM (Chung et al., 2012; Vreven et al., 2006) electronic embedding method in the Gaussian program (Frisch et al., 2004). The ONIOM method is a subtractive QM/MM approach. When implemented in term of two layers, the whole system is partitioned into a “high-level” layer generally treated with QM methods and a “low-level” layer, described by MM force fields (Fig. 1). The total energy is given by the following extrapolation,

\[ E = E_{\text{MM, high} + \text{low}}^{\text{MM, high}} + E_{\text{QM, high}}^{\text{QM, high}} - E_{\text{MM, high}}^{\text{MM, high}} \]  

where \( E_{\text{MM, high} + \text{low}}^{\text{MM, high}} \) is the energy of the full system computed at the molecular mechanics level of theory, while \( E_{\text{QM, high}}^{\text{QM, high}} \) and \( E_{\text{MM, high}}^{\text{MM, high}} \) are the energies of the high-level layer calculated by using QM and MM levels of theory, respectively. In this extrapolation scheme, electrostatic interactions
computed at the MM level in $E^{\text{MM,high}}$ and $E^{\text{MM,high+low}}$ cancel, therefore, giving a quantum mechanical description of polarization of the high layer due to the electrostatic influence of the surrounding environment. However, when implemented with standard nonpolarizable force fields based on distributions of single point atomic charges (eg, Amber (Cornell et al., 1995), CHARMM (Vanommeslaeghe & MacKerell, 2015)), the method does not include the self-consistent polarization of the MM layer due to the distribution of charge in the QM layer. Such a polarization effect often corresponds to small corrections of single point atomic charges of about 10–15%. However, adding all of the corrections over the whole interface between the QM and MM layers often amounts to significant energy corrections of 10–15 kcal mol$^{-1}$. Neglecting such corrections during energy minimization, thus, can lead to structural rearrangement artifacts in both of the QM and MM layers. The MOD-QM/MM approach is a simple methodology for addressing these important corrections.

2.2 MOD-QM/MM Method

In the MOD-QM/MM method, the system is partitioned into $n$ molecular domains using a simple space-domain decomposition scheme (Gascon, Leung, et al., 2006; Ho et al., 2014; Menikarachchi & Gascon, 2008). A two-layer QM/MM scheme is used to optimize the geometry of each molecular domain and to compute the electrostatic potential (RESP) atomic charges of each fragment as influenced by the surrounding molecular environment. Mutual polarization interactions between the constituent molecular domains are thus included and the whole cycle of QM/MM calculations is iterated several times until a self-consistent geometry and point-charge model of the ESP are obtained.

Fig. 2 illustrates the application of the MOD-QM/MM method on a guanine G-DNA quadruplex, where each domain corresponds to one of the guanine nucleotides. The self-consistent solution is usually obtained within a few (four to five) iterations, which makes the computational cost
scale linearly with the system size. This makes MOD–QM/MM much more applicable when compared to the quantum–chemical treatment of the complete system.

The atomic charges obtained by the MOD–QM/MM iterative procedure typically correct the charges of popular molecular mechanics force fields (Cornell et al., 1995; Dykstra, 1993) by only 10–20%. As mentioned before, however, these small corrections across multiple domains can amount to a significant change in energy (10–15 kcal/mol). Those corrections are comparable to the energetics of changes in protonation states, hydrogen–bonding pattern, or oxidation state transitions of redox–active
cofactors. Therefore, it is important to properly account for electrostatic interactions that could otherwise lead to artifact structural rearrangements across multiple domains over the entire QM/MM interface.

Ab initio quality molecular electrostatic potentials are obtained from the updated distribution of atomic charges. However, the charges are generally not transferable to very different configurations of the system since polarization effects are configuration dependent. Exceptions are cases where the conformation remains close to the optimized structure, such as in studies of rigid DNA quadruplexes and intermediate structures of the OEC of PSII shown to be very similar at very low temperatures as evidenced by X-ray absorption data (Haumann et al., 2005), the studies of enzyme catalysis with electron transfer and proton transport (Ilan, Tajkhorshid, Schulten, & Voth, 2004; Lobaugh & Voth, 1996; Okamura & Feher, 1992; Popovic & Stuchebrukhov, 2004; Sham, Muegge, & Warshel, 1998, 1999; Warshel, 1981; Warshel & Aqvist, 1991), ion channels (Aqvist & Luzhkov, 2000; Bliznyuk, Rendell, Allen, & Chung, 2001; Ilan et al., 2004; Luzhkov & Aqvist, 2000), docking and ligand binding (Cho, Guallar, Berne, & Friesner, 2005; Grater, Schwarzl, Dejaegere, Fischer, & Smith, 2005; Lappi et al., 2004; Norel, Sheinerman, Petrey, & Honig, 2001; Sheinerman & Honig, 2002; Simonson, Archontis, & Karplus, 1997, 1999; Vasilyev & Bliznyuk, 2004; Wang, Donini, Reyes, & Kollman, 2001), macromolecular assembly (Norel et al., 2001; Sheinerman, Norel, & Honig, 2000; Wang et al., 2001), and signal transduction (Gentilucci, Squassabia, & Artali, 2007; Green, Dennis, Fam, Tidor, & Jasanoff, 2006; Hurley, 2006; Mulgrew-Nesbitt et al., 2006). Therefore, the range of potential applications of MOD-QM/MM is wide and addresses the need for descriptions based on ab initio quality ESPs in biomolecular systems (Exner & Mezey, 2002, 2003, 2004, 2005; Gao et al., 2004; Kitaura et al., 2001; Li et al., 2005; Nakano et al., 2000, 2002; Szekeres, Exner & Mezey, 2005).

2.2.1 MOD-QM/MM Dangling Bonds

The interface between high and low layers often has to be drawn across covalent bonds. To address the electron density of “dangling” bonds at the QM–MM interface, a number of methods were developed (Lin & Truhlar, 2005). One of the earliest approaches is the link H-atom scheme that completes the covalency of the high layer with capping hydrogen atoms (Eurenius, Chatfield, Brooks, & Hodoscek, 1996; Field et al., 1990; Singh & Kollman, 1986). When the QM–MM interface is defined by breaking C–C bond, the hydrogen atom link is most suitable due to the similarity in
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2.2.2 MOD-QM/MM ESP Charges

The ESP atomic charges of individual molecular fragments obtained by the MOD-QM/MM method (Gascon, Leung, et al., 2006) are computed according to a least-squares fit procedure similar to the Besler–Merz–Kollman method, implemented in Gaussian (Besler, Merz, & Kollman, 1990). In the least squares fit procedure, the following function is minimized:

\[ \gamma(q_1, q_2, \ldots, q_N) = \sum_{j=1}^{m} (V_j - E_j)^2 + \sum_k \lambda_k g_k(q_1, q_2, \ldots, q_N), \]

(2)
where \( V_j \) is the ab initio ESP at a space point \( j \) and \( E_j = \sum_{k=1}^{N} q_k / r_{jk} \) and \( \lambda_k \) represents the Lagrange multiplier imposing the constraint. In the Besler–Merz–Kollman method, a single constraint is used, which ensures that the sum of the atomic charges equals the total charge of the fragment:

\[
g_1(q_1, q_2, \ldots, q_N) = \sum_{k=1}^{N} q_k - q_{tot} = 0,
\]

where \( N \) is the number of atoms in the QM layer. In MOD–QM/MM approach, such a scheme would lead to charge leakage to the capping fragments and, therefore, would change the total charge of the system along subsequent iterations. Therefore, the MOD–QM/MM method introduces another constraint to ensure that the sum of the charges of link atoms is equal to zero: \( g_2(q_1, q_2, \ldots, q_N) = \sum_{K=1}^{N-M} q_k = 0 \), where \( N - M \) is the number of link atoms (Fig. 3).

In the MOD–QM/MM method, the ESP charges are obtained by considering a QM layer with \( N \) atoms, including atoms whose charges would be fitted (region 1), atoms whose charges are not fitted (region 2), and \( N - M \) link H-atoms. Often, nearest neighbor residues are included as capping

![MoD-QM/MM ESP fitting procedure with multiple constraints](image)

**Fig. 3** Charge constraints for fitting the electrostatic potential of a domain (region 1) according to the MOD-QM/MM method (Gascon, Leung, et al., 2006), when capped by nearest neighbor residues (region 2) and link hydrogen atoms.
fragments (region 2) to separate the domain whose charges would be fitted (region 1) from the QM/MM interface (Fig. 3) and avoid over-polarization effects. The total charge of the QM layer is $Q = Q_1 + Q_2$, where $Q_1 = \sum_{i=1}^{M-1} q_i + q_M$ is the net charge of the fragment and $Q_2 = \sum_{i=M+1}^{N-1} q_i + q_N$ is set equal to zero. The ESP at position $r_j$, due to all point charges in the QM region, is $u_j = \sum_{i=1}^{N} q_i / r_{ji}$ where $r_{ji} = |r_j - r_i|$.

Considering the conditions imposed for $Q_1$ and $Q_2$ the ESP becomes,

$$u_j = \sum_{i=1}^{M-1} \left[ \frac{q_i - q_i}{r_{ji}} \right] + \frac{Q_1}{r_{jM}} + \sum_{i=M+1}^{N-1} \left[ \frac{q_i - q_i}{r_{ji}} \right] + \frac{Q_2}{r_{jN}}.$$  

Substituting $F_{jik} = \left( 1/r_{ji} - 1/r_{jk} \right)$ and $K_{jik} = 1/r_{jk}$, Eq. (3) can be rewritten as follows:

$$u_j = \sum_{i=1}^{M-1} q_i F_{jiM} + \sum_{i=M+1}^{N-1} q_i F_{jiN} + Q_1 K_{jM} + Q_2 K_{jN}.$$  

To compute the ESP atomic charges, a least-square minimization procedure of the error function $\chi^2 = \sum_{j=1}^{N_g} (u_j - U_j)^2$ is performed, where $U_j$ is the QM/MM ESP at grid point $j$ and $u_j$ is the corresponding ESP as defined by the distribution of point charges. The sum is typically carried over the set of $N_g$ grid points, associated with four layers at 1.4, 1.6, 1.8, and 2.0 times the van der Waals radii around the QM region span the $N_g$ grid points (Fig. 3). The minimum of $\chi^2$ is obtained by the following gradient:

$$\frac{\partial \chi^2}{\partial q_k} = -\sum_{j=1}^{N_g} 2(u_j - U_j) \frac{\partial u_j}{\partial q_k} = 0,$$  

for all $q_k$ in the set $(q_1, q_2, \ldots, q_{M-1}, q_M+1, \ldots, q_{N-1})$. Since $\frac{\partial u_j}{\partial q_k} = F_{jks}$, where $s$ corresponds to $M$ or $N$ depending on whether $k < M$ or $M < k < N$, respectively, we can rewrite Eq. (5):
\[
\sum_{j=1}^{N_g} \left[ U_j - (Q_1 K_{jM} + Q_2 K_{jN}) \right] F_{jks} = \sum_{i=1}^{M-1} q_i \sum_{j=1}^{N_g} F_{jIM} F_{jks} \\
- \sum_{i=M+1}^{N-1} q_i \sum_{j=1}^{N_g} F_{jIN} F_{jks}.
\]

(6)

Or, in matrix notation:

\[
\epsilon = q \begin{bmatrix} F_1 & 0 \\ 0 & F_2 \end{bmatrix},
\]

(7)

where

\[
\epsilon^k = \sum_{j=1}^{N_g} \left[ U_j - (Q_1 K_{jM} + Q_2 K_{jN}) \right] F_{jks},
\]

\[
q = (q_1, q_2, \ldots, q_{M-1}, q_{M+1}, \ldots, q_{N-1}),
\]

\[
F_{1k} = \sum_{j=1}^{N_g} F_{jIM} F_{jks}, \quad \text{and} \quad F_{2k} = \sum_{j=1}^{N_g} F_{jIN} F_{jks}.
\]

Note that vector \( \epsilon \) and matrix \( F \) are only functions of distances between atomic positions. The grid points \( r_{jk} \), the partial charges \( Q_1 \) and \( Q_2 \), and the ESP are evaluated at grid points \( j = 1, \ldots, N_g \).

### 2.2.3 MOD-QM/MM Optimization

In MOD-QM/MM, the total system is divided into molecular domains and an iterative cycle of QM/MM calculations is performed. In each step, a different molecular domain is considered as a QM layer, for which a geometry relaxation is performed and the ESP atomic charges are updated. The rest of the system is treated at the MM level with atomic charges defined as updated along the MOD-QM/MM iterations. The iterative scheme was initially developed for ab initio computations of protein ESPs (Gascon, Leung, et al., 2006) and was recently generalized for self-consistent structural refinement of extended systems (Ho et al., 2014).

Geometry optimization is typically carried out using the Newton–Raphson method (Fan & Ziegler, 1991; Versluis & Ziegler, 1988), and the Hessian matrix is updated with the Broyden–Fletcher–Goldfarb–Shanno strategy (Schlegel, 1987). Initially, the geometry of the first domain \( (R_1) \) is optimized taking into account the surrounding environment. In its minimum energy configuration, the ESP charges of the QM layer are computed and used to update the charges of that domain when treated at the MM level in subsequent steps of the iterative cycle. The procedure is applied analogously to all domains, and the cycle is iterated multiple times until the
geometry and distribution of atomic charges converge self-consistently as influenced by mutual polarization effects. Recently, the approach was applied to characterize the hydrogen-bonded geometry of the DNA *Oxytricha nova* guanine quadruplex (G4), showing results comparable to the full QM calculations (Ho et al., 2014).

**ONIOM-EE Optimization:** Interactions between QM and MM layers in MOD-QM/MM are often dominated by the electrostatic terms. In the ONIOM electronic embedding (EE) scheme (Vreven et al., 2006; Vreven & Morokuma, 2000b; Vreven, Morokuma, Farkas, Schlegel, & Frisch, 2003), the electrostatic interactions are included as one-electron operators of the QM Hamiltonian. The atom-centered partial point charges in the QM Hamiltonian give rise to the ESP due to the MM layer. Other types of interactions between QM and MM layers, such as bonding and non-bonding Van der Waals terms, are also retained at the MM level.

Optimization according to the ONIOM implementation of MOD-QM/MM is performed by following the total energy gradient:

\[
\frac{\partial E^{\text{ONIOM}}}{\partial q} = \frac{\partial E^{\text{QM}}}{\partial q} + \frac{\partial E^{\text{MM}}}{\partial q} + \frac{\partial E^{\text{MM}}}{\partial q} \cdot J
\]

where \( J \) is the Jacobian necessary to transform the coordinates of the reduced system (\( X \)) into the coordinates of the complete system (\( X + Y \)). Initially, the coordinates of the reduced system are frozen, leaving only the second term of the expansion. This leads to optimization of the full system at MM level through microiterations. Then, a QM energy minimization step is performed to update the coordinates of the reduced system, based on the forces calculated according with Eq. (8). Microiterations are repeated until the total energy converges to a minimum with respect to all nuclear coordinates.

In the ONIOM electronic embedding (EE) method, \( \frac{\partial E^{\text{QM}}}{\partial q} \neq 0 \) and \( \frac{\partial E^{\text{MM}}}{\partial q} \neq 0 \), that is why the coordinates of the system cannot be rigorously separated into \( q^X \) and \( q^Y \), making the abovementioned microiteration scheme not applicable. In the ONIOM implementation, this issue is addressed by approximating the electrostatic interactions between QM and MM layers during the microiterations, as described by the distribution of ESP charges computed for the initial configuration. After the microiterations are completed, with essentially a frozen distribution of atomic charges, the wave function of the QM layer is reevaluated giving rise to new ESP charges for subsequent microiterations. The QM wave function is recomputed and the MM geometry is reoptimized several times until a self-consistent solution is
obtained. Only after that, the QM energy minimization step is performed, and the coordinates of the QM layer are updated. This double self-consistency process is repeated until convergence is reached.

2.2.4 MOD-QM/MM Model of the OEC of Photosystem II

MOD-QM/MM models of the OEC of PSII have been originally based on the 1S5L X-ray crystal structure of cyanobacterium PSII (Ferreira, Iverson, Maghaoui, Barber, & Iwata, 2004) and more recently refined in light of recent breakthroughs in conventional and femtosecond X-ray crystallography (Askerka, Vinyard, Wang, Brudvig, & Batista, 2015; Askerka, Wang, Brudvig, & Batista, 2014; Li, Siegbahn, & Ryde, 2015; Luber et al., 2011; Pal et al., 2013). The models included the Mn3CaO4Mn OEC cluster and all amino acid residues with α-carbons within 15 Å from any atom in the OEC, resulting in a total of 1987 atoms. Water ligands were added to complete the coordination spheres of the Mn and Ca atoms, while keeping the displacement of the amino acid residues at minimum. This led to the characteristic coordination numbers of 5 or 6 for MnIII, MnIV and 8 for Ca, respectively. The presence of at least one water molecule bound to Ca2+ is suggested by 18O isotope exchange measurements (Hillier & Wydrzynski, 2004, 2008). The resulting structure of the OEC hydration shell is consistent with pulsed EPR experiments, revealing the presence of several exchangeable deuterons near the Mn cluster in the S0, S1, and S2 states (Britt et al., 2004).

MOD-QM/MM computations of the OEC of PSII required high-quality initial guesses of the QM layer electronic structure, including a proper description of spin states in the OEC cluster as directly compared to spectroscopic measurements. These were originally obtained by using the ligand field theory as implemented in Jaguar 5.5 (Schrodinger, 2003, Jaguar, Portland, OR) and most recently according to the spin fragment approach as implemented in Gaussian 09. Once the initial state was properly defined, it was used within the ONIOM approach as the QM layer of MOD-QM/MM calculations (region X), including the Mn3CaO4Mn OEC complex, water molecules, hydroxide and chloride ions in the OEC vicinity, as well as the directly ligated carboxylate groups of D1-D189, CP43-E354, D1-A344, D1-E333, D1-D170, D1-D342, and the imidazole ring of D1-H332 amino acid residues (Fig. 4). The QM/MM interface was defined by breaking C–C bonds of side chains in the abovementioned amino acid residues. Capping of the QM layer was based on the link hydrogen atom scheme. The molecular structure beyond the
QM layer was treated using Amber classical force field (Cornell et al., 1995). A protein buffer shell with amino acid residues with \( \alpha \)-carbons within 15–20 Å from any atom in the OEC ion cluster was also added with harmonic constraints to preserve the natural shape of the system even in the absence of the rest of the protein complex and membrane.

An important aspect of the OEC cluster is the antiferromagnetic coupling between manganese centers. These were simulated using broken-symmetry states (Noodleman, 1981; Noodleman & Case, 1992; Noodleman & Davidson, 1986; Noodleman, Peng, Case, & Mouesca, 1995) in conjunction with DFT. The QM layer was prepared in various spin states and the spin coupling patterns were stabilized by ligand arrangement. Upon optimization, the resulting structures are analyzed in terms of the total energy as well as by comparison of structural and electronic features to experimental data from high-resolution spectroscopy (EPR).

2.2.5 Post-QM/MM Structural Refinement Based on Spectroscopic Data

Typically, potential energy surfaces (PESs) of biological systems are very rugged, with many local minima of comparable in energy. It is, therefore, often difficult to find a subset of configurations with maximum statistical weight by energy minimization. However, it is possible to implement a post-QM/MM structural refinement scheme that addresses the likelihood of energetically similar structures in terms of their consistency with the high-resolution spectroscopy (for instance, EXAFS) (Pal et al., 2013; Sproviero, Gascon, et al., 2008c).

---

**Fig. 4 Left:** Structural model of the OEC of PSII (QM layer shown explicitly, MM layer shown as cartoon). **Right:** Scheme of QM/MM model preparation.

The MOD-QM/MM Method
The refinement algorithm starts with a reference configuration of the system (e.g., the QM/MM minimum energy structure) and iteratively adjusts the nuclear coordinates to minimize the mean square deviation between the simulated and experimental spectra by simulated annealing Monte Carlo (MC). Each MC step consists of an attempt to move all atoms of choice according to the Metropolis algorithm. The probability of accepting the new position is given by:

\[ P = \min[1, e^{-\Delta F/kT}] \]

where \( k \) is the Boltzmann constant, \( T \) is the temperature (which in this case is varied exponentially from an initial value to 0 K), and \( \Delta F \) denotes the difference in the cost function, defined as the sum of squared differences between experimental and calculated spectra, when comparing the displaced and undisplaced configurations (Fig. 5). In previous applications, the cost function has been calculated by taking the sum of the square deviations between the experimental and calculated EXAFS spectra. Normally, the simulation is performed by harmonically constraining all the surrounding ligands and relaxing the metal oxide core of the OEC, restricting the displacements to those of the atoms in the OEC and surrounding ligands known to be responsible for affecting the

![Fig. 5](image-url) Post-QM/MM structural refinement scheme based on EXAFS calculations and simulated annealing MC (Pal et al., 2013).
experimental EXAFS of S-state intermediates. To harmonically constrain the atoms, an additional penalty of $k^* |r - r_{int}|^2$ is added to the cost function, where $r - r_{int}$ is the displacement vector with respect to the initial position $r_{int}$. The EXAFS spectra for a given configuration of the system are computed by calls to the external program FEFF8 (version 8.2) (Ankudinov, Bouldin, Rehr, Sims, & Hung, 2002a; Ankudinov, Ravel, Rehr, & Conradson, 1998; Bouldin, Sims, Hung, Rehr, & Ankudinov, 2001).

It is important to note that even though the post-QM/MM structural refinement algorithm has been implemented for EXAFS spectra simulations, the $\Delta F$ minimization procedure could also be based on other spectroscopic data whenever experimental data are available and the calculated spectra can be reliably and efficiently computed. Examples include calculations of EPR data or NMR chemical shifts.

3. EXAFS SIMULATIONS

Ab initio simulations of EXAFS spectra involve solving the multi-scattering problem associated with the photodetached electrons emitted upon X-ray absorption by the Mn centers. The quantum mechanical interference of outgoing photoelectrons with the backscattering waves from atoms surrounding the Mn ions gives rise to oscillations of X-ray absorption intensities as a function of the kinetic energy (or momentum) of the photodetached electron. The Fourier transform of these oscillations provides information on the Mn–Mn distances, the coordination of Mn ions, and changes in the Mn coordination sphere as determined by changes in the oxidation state of the metal centers. Calculations are typically carried out according to the real-space Green function approach, as implemented in the program FEFF8 (version 8.2) (Ankudinov et al., 2002a, 1998; Bouldin et al., 2001), using the theory of the oscillatory structure due to multiple scattering originally proposed by Kronig (Kronig, 1931; Kronig & Penney, 1931) and worked out in detail by Sayers (Sayers, Stern, & Lytle, 1971), Stern (Stern, 1974), Lee and Pendry (Lee & Pendry, 1975), and by Ashley and Doniach (Ashley & Doniach, 1975).

In FEFF, the EXAFS spectrum is calculated according to the following equation:

$$\chi(k) = \sum_{j} N_{j}f_{j}(k)e^{-\frac{2k^2\sigma^2}{kR_j^2}}\sin \left[ 2kR_j + \delta_j(k) \right], \quad (9)$$
where \( f(k) \) and \( \delta(k) \) are scattering properties (amplitudes and phase shifts) of the atoms neighboring the excited atom, \( N \) is the number of neighboring atoms, \( R \) is the distance to the neighboring atom, and \( \sigma^2 \) is a measure of the disorder in the neighbor distance.

EXAFS using Mn atoms as absorption centers has been particularly important in structural characterization of the OEC in PSII (Dau, Grundmeier, Loja, & Haumann, 2008; Dau & Haumann, 2008; Haumann et al., 2005; Yano et al., 2006). Unlike X-ray diffraction experiments, the X-ray intensities used for EXAFS do not induce radiation damage (Davis & Pushkar, in press; Galstyan, Robertazzi, & Knapp, 2012; Luber et al., 2011; Pal et al., 2013; Pantazis, Ames, Cox, Lubitz, & Neese, 2012) to highly charged (III–IV) Mn (Yano et al., 2005). The onset of radiation damage can be precisely determined and controlled by monitoring the absorber metal K–edge position, allowing us to use as a reference an (almost) intact metal cluster within the protein. In addition, EXAFS provides metal-to-metal and metal-to-ligand distances with high accuracy (~0.02 Å) and a resolution of ~0.1 Å (Askerka et al., 2015) and can be performed in solution allowing for capturing the intermediate \( S_n \) states in the PSII catalytic cycle (Haumann et al., 2005). The latter analysis in combination with highly accurate computational tools to predict the EXAFS spectrum (Ankudinov, Bouldin, Rehr, Sims, & Hung, 2002b; Newville, 2001) has been extensively exploited by the computational groups as it allows for direct comparisons to DFT and hybrid QM/MM models of the PSII intermediates with the experimental spectroscopic data (Askerka et al., 2015, 2014; Li et al., 2015; Luber et al., 2011; Pal et al., 2013).

### 3.1 Post-QM/MM Refinement Model of the OEC of PSII

Structural refinement proved to be particularly useful when dealing with subtle changes in structure that may affect the EXAFS spectrum, such as those produced by changes in protonation states of the \( \mu \)-oxo bridges in the PSII OEC. For example, in Pal et al. (2013), it was important to determine the protonation states of the O4 and O5 \( \mu \)-oxo bridges in the \( S_0 \) state of PSII. It is known that \( S_0 \) to \( S_1 \) transition in the catalytic cycle includes release of the proton; however, its position in \( S_0 \) state remained known. To understand the nature of deprotonation proton, a preliminary MC screening was conducted using simulated annealing to fit the \( S_0 \) EXAFS data, as based on the geometry of the previously reported \( S_1 \) model. The model was composed of the metal oxide cluster, the functional groups of the residues which are directly coordinated, and the hydrogen-bonded water network around
the OEC. An overlay of the OEC geometry for the MC-prescreened $S_0$ state and the $S_1$ state is shown in Fig. 6.

MC refinement showed that the main difference in the $S_0$ EXAFS when compared to $S_1$ is in positions of Mn3, Mn4, O4, and O5 atoms. These results suggested that the proton may originate from the O5 or O4 $\mu$-oxo bridge in the $S_0$ state. Since the $S_0$ to $S_1$ transition also involves an electron release, the movement of Mn3 and Mn4 in the MC refinement indicated that one of those Mn centers may be responsible for oxidation. Interestingly, this is in agreement with the reported B-factors of the atoms in X-ray crystal structure at 1.9 Å resolution (PDB: 3ARC) (Umena, Kawakami, Shen, & Kamiya, 2011). The O4 and O5 atoms exhibit the highest displacement among all the bridging $\mu$-oxos (see Fig. 6, left), which could originate from radiation damage and partial reduction of the resting $S_1$ state to $S_0$. Therefore, the next step was to explore the protonation of O4 and O5 sites using the QM/MM model of the $S_0$ state:

Fig. 7 shows that the 8–11.6 Å$^{-1}$ region of the experimental EXAFS is more consistent with O5 protonated compared to O4 protonated. While both of the refined QM/MM models for both O5-H and O4-H fit well, RMSD of the CaMn$_4$O$_5$ cluster for O5-H is much lower (0.05 Å) than the RMSD for O4-H (0.12 Å), indicating that smaller refinements are needed.
to get a good match to experimental EXAFS. Upon inspection, we find that the O5-H structure shows minimal movements, whereas O4-H undergoes more significant structural changes during the MC refinement. This serves as another proof that QM/MM O5-H structure is most likely representative of the actual S0 state observed by EXAFS measurements.

**4. MOD-QM/MM MODELS OF DNA QUADRUPLEXES**

MOD-QM/MM applications have produced various structural models that could be partially validated by direct comparisons with experimental
data, including NMR, EXAFS, X-ray diffraction, and calorimetry measurements (Gascon, Leung, et al., 2006; Gascon et al., 2008; Menikarachchi & Gascon, 2008; Sproviero et al., 2006a; Sproviero, Gascon, McEvoy, Brudvig, & Batista, 2006b; Sproviero et al., 2007; Sproviero, Gascon, et al., 2008a, 2008b, 2008c, 2008d; Sproviero, Gascon, et al., 2008b). Recently, a benchmark MOD-QM/MM study has focused on the DNA *Oxytricha nova* guanine quadruplex (Ho et al., 2014), including direct comparisons to high-resolution X-ray diffraction (Haider, Parkinson, & Neidle, 2002, 2003) and NMR data (Gill, Strobel, & Loria, 2006). The DNA quadruplex has a central channel containing five potassium ions (K⁺ shown in yellow in Fig. 8) in between layers of guanine quartets (shown in orange in Fig. 8) that are essential for stabilizing the quadruplex structure. The presence of these ions introduces significant polarization effects that are not adequately described by static molecular mechanics force fields. This is manifested by a very loosely bound potassium ion in the thymine loops (shown in gray in Fig. 8) of the quadruplex, as well as convergence to the incorrect bifurcated hydrogen bonding geometry of the guanine quartets (Gkionis et al., 2014; Song, Ji, & Zhang, 2013).

For comparison, Fig. 9 shows a rigid scan of the PES for a two-layer model where a potassium ion is displaced stepwise along the z-direction. The comparison of PES profiles shows significant deviations between results.
obtained with HF and the Amber molecular mechanics force field. In particular, the force field substantially underestimates the binding energy of the potassium ion because it does not account explicitly for mutual polarization effects. Therefore, electrostatic stabilization of the monovalent cations by the guanine quartets is underestimated.

The main goal of the MOD-QM/MM study has been to explore the refinement of the G-quadruplex geometry that is sensitive to electrostatic interactions between the embedded K⁺ ions and the polarized guanine moieties, and to validate the resulting MOD-QM/MM models through direct comparison of §H NMR chemical shifts (Ho et al., 2014) which are very sensitive to the detailed configuration of hydrogen bonding in the folded quadruplex configuration. Therefore, it was important to describe electrostatic interactions and polarization effects accurately since K⁺ ions polarize the guanine moieties and affect the hydrogen bonds and stacking interactions that regulate the NMR chemical shifts. As shown in Fig. 10, the

Fig. 9 Benchmark calculations of electrostatic interactions for a potassium ion dragged through the internal channel of a two-layer model of the DNA guanine quadruplex, as described by HF and Amber, revealing significant polarization effects missed by non-polarizable molecular mechanics force fields.
MOD-QM/MM refined structure gives a significant improvement in the description of the chemical shifts when compared to those predicted by popular molecular mechanics force fields (Ho et al., 2014).

The MOD-QM/MM model of the DNA quadruplex (Haider et al., 2002) was prepared from the 1JPQ X-ray crystal model by using the standard protocol of adding hydrogen atoms and solvating the resulting structure in a periodic box of water molecules. Classical molecular dynamics simulations equilibrated the solvated system while constraining the quadruplex structure. Production run calculations were based on an ensemble of solvated configurations, composed of the quadruplex and water molecules within 15 Å from any atom in the G4 quadruplex. For each representative

---

**Fig. 10** Comparison of experimental and calculated $^1$H NMR chemical shifts, obtained at the ONIOM(ωB97XD/6-31G(d,p):AMBER)-EE level of theory for MOD-QM/MM structural models (circles), and structures predicted by a classical molecular mechanics (AMBER) force field (triangles) and the X-ray structure (crosses). Copyright American Chemical Society 2014.
configuration of the quadruplex, molecular domains were defined as individual guanine nucleotides within quartets. Accordingly, the hydrogen bonding interactions between the nucleotides were described at the MM level, albeit using MOD-QM/MM-restrained ESP charges. Then, the MOD-QM/MM iterative algorithm was implemented where each of the 16 nucleotides is treated as the QM layer in an ONIOM ($\omega$B97XD/6-31G(d):Amber) calculation while keeping fixed all other domains. The geometry of the QM layer was relaxed in the presence of the surrounding charges, and the restrained ESP charges were calculated on the converged geometry. The cycle then proceeded to the next domain, using the atomic charges and geometry updated from the previous QM/MM calculation, and the cycle was complete when the algorithm iterated over all 16 domains and was iterated until the charges and geometry of each domain were converged below a desired threshold tolerance value.

Proton NMR chemical shifts were then calculated using the gauge-independent atomic orbital (GIAO) method at the DFT QM/MM ($\omega$B97XD/6-31G(d):Amber) level for each of the solvated configurations after structural refinement based on the MOD-QM/MM method. To account for the shielding effects between the guanine quartets, the QM layer included all 16 nucleotides. The NMR chemical shifts were then obtained as an average over solvated configurations, sampled from classical MD simulations. The overall average yielded proton NMR chemical shifts for the imino- and aromatic protons that are within 0.5 ppm from experimental data.

5. CONCLUSIONS

Establishing a simple and reliable approach to describe electrostatic interactions in complex molecular systems, including the influence of polarization effects on structural models and mechanisms, has been a long-standing challenge in computational enzymology. In this chapter, we have shown that the recently developed MOD-QM/MM hybrid method provides a rigorous yet practical approach to obtain ab initio quality models based on a simple space domain decomposition scheme and the iterative self-consistent treatment of the constituent molecular fragments, according to state-of-the-art QM/MM methods.

The MOD-QM/MM method has been successfully applied to complex biological systems, including important applications to PSII, human aldose reductase enzyme, and guanine DNA quadruplexes, demonstrating the capabilities of the method as applied to systems where electrostatic
interactions are critical. The post-QM/MM refinement methodology allows to assess structures of similar energy and to explore subtle structural changes, including those induced by monovalent cations or variable protonation states, as directly compared to high-resolution spectroscopic data. The method has been developed and implemented using EXAFS computations and simulated annealing MC minimization, where the nuclear coordinates of the model are refined for best agreement between calculated and experimental spectra. While implemented in conjunction with calculations of EXAFS spectra, the methodology could be implemented more generally with other types of spectroscopic techniques (e.g., FTIR, NMR) whenever experimental data are available and the calculated spectra can be reliably and efficiently computed.

We have shown that the MOD-QM/MM approach can be applied to address fundamental questions on the role of electrostatic interactions on structural refinement of PSII and DNA quadruplexes that for many years remained largely elusive to rigorous first-principles examinations. We found that the resulting QM/MM methodology, where polarization effects are explicitly considered, is a powerful tool when applied in conjunction with high-resolution spectroscopy. Therefore, it is natural to anticipate that the MPD-QM/MM approach will continue to make important contributions on enzymology-based structural and mechanistic characterization.
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