Floquet Study of Quantum Control of the Cis–Trans Photoisomerization of Rhodopsin
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ABSTRACT: Understanding how to control reaction dynamics of polyatomic systems by using ultrafast laser technology is a fundamental challenge of great technological interest. Here, we report a Floquet theoretical study of the effect of light-induced potentials on the ultrafast cis–trans photoisomerization dynamics of rhodopsin. The Floquet Hamiltonian involves an empirical 3-state 25-mode model with frequencies and excited-state gradients parametrized to reproduce the rhodopsin electronic vertical excitation energy, the resonance Raman spectrum, and the photoisomerization time and efficiency as probed by ultrafast spectroscopy. We simulate the excited state relaxation dynamics using the time-dependent self-consistent field method, as described by a 3-state 2-mode nuclear wavepacket coupled to a Gaussian ansatz of 23 vibronic modes. We analyze the reaction time and product yield obtained with pulses of various widths and intensity profiles, defining ‘dressed states’ where the perturbational effect of the pulses is naturally decoupled along the different reaction channels. We find pulses that delay the excited-state photoisomerization for hundreds of femtoseconds, and we gain insights on the underlying control mechanisms. The reported findings provide understanding of quantum control, particularly valuable for the development of ultrafast optical switches based on visual pigments.

1. INTRODUCTION

Floquet theory describes light-molecule interactions in terms of “dressed states” (i.e., molecular states that are shifted in energy according to the perturbational field frequency and intensity). The dressed states determine effective Light-Induced Potentials (LIP) with the usual topological features of multidimensional potential energy surfaces (PES) such as avoiding crossings and conical intersections (CI). In particular, Light-Induced Conical Intersections (LICI) due to nonadiabatic couplings break down the Born–Oppenheimer adiabatic approximation and induce nonadiabatic transitions. The resulting LIP can dramatically influence the photoinduced reaction dynamics and can thus be tailored to control the reaction times and mechanisms in excited states.

LIP and LICI generated by strong pulses have been shown to modulate the nuclear quantum dynamics of small polyatomic systems. For example, a LICI has been exploited to influence the dissociation rate and vibrational population of the NO fragment of cis-methyl nitrite as a function of the polarization state of the incident beam. Fields that generate LIP and LICI in the PES of CH3I have been shown to influence the yield of photodissociation dynamics and the velocities of the photoproduct fragments. In addition, LICI have been used to understand the yield of photoisomerization of 1,3-cyclohexadiene under the influence of strong fields.
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The parameters of the model Hamiltonian, introduced by eqs 1 and 2, are defined to reproduce the electronic vertical excitation energy, energy storage, and the resonance Raman spectroscopy spectrum of rhodopsin, as well as the photoisomerization time and efficiency as probed by ultrafast spectroscopy. More realistic models of the cis–trans isomerization of rhodopsin, based for example on quantum-mechanics/molecular-mechanics (QM/MM) hybrid methods, would be desired but have yet to be developed. Nevertheless, the semiempirical model Hamiltonian implemented in our studies allows for the study of essential features of the light-induced photoisomerization and is an ideal starting point to study the effect of LIP on nonadiabatic dynamics within the Floquet formalism.

In the presence of the laser field, the dynamics of the system is ruled by the time-dependent Hamiltonian

$$\hat{H}(t) = \hat{H}_0 + \hat{V}(t)$$

(9)

where $\hat{V}(t)$ defines the interaction of the system with the control laser field under the dipole approximation

$$\hat{V}(t) = |0\rangle\langle 1| g(t) \cos(\omega t) \mu \cdot \mathbf{E}_0 + \mathbf{c} \mathbf{c}$$

(10)

Here, $\mu$ is the dipole moment of the system (taken, hereafter, as 1 au), $\mathbf{E}_0$ and $\omega$ are the peak amplitude and frequency of the control pulse, and $g(t)$ is the pulse envelope, modeled as a cos$^2$ profile of the form

$$g(t) = \begin{cases} \cos^2\left(\frac{\pi (t - t_p)}{t_d}\right), & \text{if } |t - t_p| < t_d/2 \\ 0, & \text{otherwise} \end{cases}$$

(11)

where $t_p$ is the pulse center (i.e., the time at which the pulse reaches its maximum intensity) and $t_d$ is the time duration of the pulse.

2.2. Floquet Representation. The Hamiltonian introduced by eq 9 can be used to analyze the quantum dynamics of the system as influenced by perturbational pulses, according to the Floquet representation of quantum mechanics in which the Hamiltonian introduced by eq 9 accordingly, we obtain the Floquet picture, it is useful to define composite basis states $|n,\delta\rangle$ defined as the product of physical states $|n\rangle$ and the Fourier space basis $|\delta\rangle$ with $(\langle \delta | \kappa \rangle = e^{i\kappa \delta} (\kappa \text{ integer})$ and period $T = 2\pi/\omega$. Extending the basis of the time-dependent Hamiltonian introduced by eq 9 accordingly, we obtain the so-called ‘Floquet Hamiltonian’ with matrix elements defined, as follows:

$$\langle n, \alpha | \hat{H}(t) | m, \beta \rangle = \frac{1}{T} \int_0^T \exp[-i\alpha \omega t] \langle n | \hat{H}(t) | m \rangle dt$$

(12)

Assuming that the pulse is much longer than the field period, the matrix elements introduced by eq 12 can be simplified, as follows:

$$\langle n, \alpha | \hat{H}(t) | m, \beta \rangle = \frac{1}{T} \int_0^T \exp[-i\alpha \omega t] \langle n | \hat{H}(t) | m \rangle dt$$

(13)
\[
\langle n, \alpha \mid \hat{H}_\mathrm{F}(t) \mid m, \beta \rangle = \langle \langle \hat{n} \hat{H}_\mathrm{F} \hat{m} \rangle \rangle + \langle \langle \hat{n} \hat{H}_\mathrm{F} \hat{m} \rangle \rangle \\
+ F_0(t)(1 - \delta_{nm}) \delta_{\alpha \beta} \delta = \pm 1
\]

(13)

where

\[
F_0(t) = F_0(t) = \frac{1}{2} \mu \varepsilon \mathcal{E}(t)
\]

(14)

According to eq 13, the Floquet Hamiltonian consists of an infinite dimensional matrix with diagonal elements defined by ‘dressed’ states (i.e., physical states shifted in energy according to the field frequency) and nondiagonal terms that couple only adjacent Fourier states (i.e., states with \(|\beta\rangle = \pm 1\)).

Therefore, the physically meaningful diabatic nuclear wave functions can be expressed as a sum over all shifted Floquet states, as follows:

\[
\chi(x; t) = \chi_0(x; t) + \chi_1(x; t) + \chi_{0+\hbar \omega}(x; t) + \hbar \omega
\]

(16)

where \(x = (\theta, x)\) and \(\chi(x; t)\) represent the nuclear wavefunction component of the Floquet diabatic state \(|\beta\rangle\). At this point, it is useful to recall that for any Floquet state \(|\beta\rangle\) with quasienergy \(E_0\) multiplied by a phase factor \(e^{i \omega t}\) (where \(n\) is an integer) yields another Floquet state with quasienergy \(E_0 + n \hbar \omega\).

Therefore, the Floquet Hamiltonian introduced by eq 15, over simulations simply based on the Hamiltonian introduced by eq 9, is that LIP and LICI arise naturally in the Floquet Hamiltonian becomes time-independent, and the Floquet theory of periodic Hamiltonians is recovered.

Formally, the Floquet Hamiltonian introduced by eq 13 is of infinite dimension. However, only a few Floquet channels \(\alpha\) are actually coupled during the finite-time dynamics, as defined by the time-dependence of nondiagonal elements. Floquet states that are never populated while the pulse is active can be safely neglected in the Hamiltonian (13) without affecting the dynamical evolution of the system. Considering that the cis–trans isomerization is an ultrafast process, we find that the dynamics can be accurately described according to a 3-state Hamiltonian, defined by the basis of ground and excited electronic states \(|0, 0\rangle\) and \(|1, 0\rangle\), respectively, and the Floquet shifted channel defined by the ground dressed state \(|0, 0\rangle\) and the excited dressed state \(|1, 0\rangle\), as follows:

\[
H_\mathrm{F}(t) = \begin{pmatrix}
H_{00} & H_{01} & 0 \\
H_{10} & H_{11} & F_0(t) \\
0 & F_0(t) & H_{00} + \hbar \omega
\end{pmatrix}
\]

(15)

An advantage of using the Floquet Hamiltonian introduced by eq 15, over simulations simply based on the Hamiltonian introduced by eq 9, is that LIP and LICI arise naturally in the Floquet representation and allow for simple interpretations of the effect of the field on the underlying relaxation dynamics.

Figure 1 shows the diabatic PES corresponding to the Floquet Hamiltonian for \(x = 0\), along the dihedral angle \(\theta\). The figures include the ground and excited state potentials \(V_0\) and \(V_1\), respectively, as well as the dressed Floquet state, \(V_0 + \hbar \omega\).

We note that the curve-crossing between dressed and excited states, at \(\theta = \theta_{\mathrm{LIP}}\) along the isomerization coordinate, depends on the frequency of the control field. Increasing or decreasing the frequency of the field brings the position of \(\theta_{\mathrm{LIP}}\) closer to the Franck–Condon or Conical Intersection regions, respectively. Hence, the role of the frequency under the Floquet representation is to determine the position of the LIP/LICI on the PES. Figure 1 (inset) shows the resulting LIP obtained for a field intensity of \(E_0 = 0.01\) au. As shown below, the LIP greatly influences the dynamics of isomerization and depends on the coupling \(F_0(t)\) and, hence, on the parameters of the field.

2.3. Physical Observables. The electronic space including states \(|0\rangle\) and \(|1\rangle\) is extended in the Floquet representation with the dressed state \(|0 + \hbar \omega\rangle\). So, it is necessary to describe how to compute physical observables in such an extended representation. For the case of the Hamiltonian, introduced by eq 15, the time-dependent nuclear wavepacket involves three components, as follows:

\[
\chi(x; t) = \chi_0(x; t) + \chi_1(x; t) + \chi_{0+\hbar \omega}(x; t) + \hbar \omega
\]

(16)

where \(x = (\theta, x)\) and \(\chi(x; t)\) represent the nuclear wavefunction component of the Floquet diabatic state \(|\beta\rangle\). At this point, it is useful to recall that for any Floquet state \(|\beta\rangle\) with quasienergy \(E_0\) multiplied by a phase factor \(e^{i \omega t}\) (where \(n\) is an integer) yields another Floquet state with quasienergy \(E_0 + n \hbar \omega\).

Therefore, the physically meaningful diabatic nuclear wave functions can be expressed as a sum over all shifted Floquet states, as follows:

\[
\rho_{(\alpha)}(x; t) = \sum_n \chi_{(\alpha)}^*(x; t) \chi_{(\alpha + \hbar \omega)}(x; t)
\]

(17)

where \(\alpha = (0, 1)\) represents the electronic state. Taking the square modulus and neglecting the fast oscillatory term (or equivalently, making an average over one pulse cycle \(T\)) the diabatic population can be expressed, as follows:

\[
\rho_{(\alpha)}(x; t) = \sum_n |\chi_{(\alpha + \hbar \omega)}(x; t)|^2
\]

(18)

From eq 17, the nuclear wave function in the adiabatic ground \((S_0)\) and excited \((S_1)\) states can be computed, as follows:

\[
\psi(x; t) = \psi_0^0(x; t) \chi_{(0)}(x; t) + \psi_0^1(x; t) \chi_{(1)}(x; t)
\]

(19)

where \(\psi = (S_0 S_1)\) and \(\psi_0^0\) and \(\psi_0^1\) are the elements of the eigenvectors of the matrix defined in the \(|0\rangle, |1\rangle\) subspace. Taking the square modulus and averaging over a pulse cycle, the population of the adiabatic ground \((S_0)\) and excited \((S_1)\) states is obtained, as follows:

\[
\rho_{(\alpha)}^0(x; t) = |\psi_0^0(x; t)|^2 \rho_{(0)}(x; t) + |\psi_0^1(x; t)|^2 \rho_{(1)}(x; t)
\]

(20)

From the diabatic and adiabatic populations defined by eqs 18 and 20, respectively, it is possible to compute other properties of the system. For example, the cis adiabatic population is obtained, as follows:

\[
\rho_{\mathrm{cis}}^0(t) = \int \omega \hbar \omega \rho_{\alpha}(x; t)
\]

(21)

where \(\omega = 1\), when \(|\omega| < \pi/2\), and 0, otherwise. The trans adiabatic population is defined analogously by using the complementary function \([1 - h(\theta)]\).

2.4. Computational Details. The wavepacket propagation based on the Hamiltonian defined by eq 15 is performed according to the Split Operator Fourier Transform (SOFT).
methodology,49–51 in conjunction with the time-dependent self-consistent field (TDSCF) approximation.11,52 According to the TDSCF approach,11 the wavepacket is approximated by a single configurational Hartree ansatz

\[ \psi(x, t) = e^{iHt} \phi(x; t) \chi(x; t) \] (22)

where \( \eta(t) \) is an overall phase and

\[ \chi(x; t) = \sum_j \chi_j(x; t) |j\rangle \] (23)

\[ \phi(x; t) = e^{\frac{i}{\hbar} \sum_{k=1}^{n} \int \frac{1}{\pi} e^{-i x_0 - z_0 (x_0)} + \frac{1}{\hbar} p_0 (t) (z_0 - z_0 (t))} \] (24)

with \( S(t) \) representing the classical action for the classical trajectory of coordinates and momenta, \( z_0 (t) \) and \( p_0 (t) \), propagated by integration of Hamilton’s equations, \( z_0 = p_0 \), and \( p_k = F_k \) using the mean-field effective forces, \( F_k = -\sum_j \langle j | \partial H(t)/\partial z_j | \rangle \). A swarm of initial conditions for the bath coordinates and momenta, \( z_0 (0) \) and \( p_0 (0) \), was sampled according to the ground vibrational states and evolved by using the Velocity-Verlet algorithm,53 along with the time-dependent wavepacket components \( \chi_j (\theta, x; t) \) which were represented on a regular grid of \( 2^2 \) points for both \( \theta \) and \( x \) in the range of \( |\theta| < \pi \) rad and \( |x| < 5 \) au. An integration time step of 10 au was used for all calculations.

We analyzed the dynamics of photoisomerization after instantaneously populating the excited electronic state \( 1 \) in the cis configuration by impulsive instantaneous excitation. The control pulse frequency was chosen to be \( \omega_0 = 1.6 \) eV (\( \approx 775 \) nm) which gives a LIP at \( \theta_{\text{LIP}} \approx 0.9 \) rad, in between the Franck-Condon and the natural CI regions. To study the influence of the control pulse on the dynamics, we varied the pulse center \( t_0 \) from −150 to 320 fs in steps of 10 fs. Unless otherwise indicated, the peak amplitude \( \epsilon_0 \) and pulse duration \( t_d \) in eq 11 were set to 0.01 au (\( I_0 \approx 3.5 \) TW/cm\(^2\)) and 300 fs, respectively.

3. RESULTS AND DISCUSSION

We first analyze the dynamics of cis/trans isomerization in the absence of the control field—i.e., with \( \epsilon_0 = 0 \) in eq 14. Under those conditions, the ground dressed state \( l_0 + \omega_0 \) is not coupled to the excited electronic state \( 1 \) since according to eq 15 the nondiagonal term \( F_{01} \) is equal to zero. Hence, the system evolves freely after an impulsive excitation. Figure 2 shows the evolution of the time-dependent population of the retinyl in the 300 cis \( S_1 \) adiabatic state \( (P_{\text{cis}}^n) \) and in the trans \( S_0 \) state \( (P_{\text{trans}}^n) \), consistent with simulations simply based on the Hamiltonian introduced by eq 9 without invoking Floquet theory.11,13,40

The wave packet is initialized in the excited potential energy surface where it evolves following the gradient of the PES toward the natural conical intersection, located at \( \theta \approx \pi/2 \). After \( \approx 100 \) fs, the wave packet reaches the CI and bifurcates, and some population transfers to the trans \( S_0 \) state. The population of the trans \( S_0 \) state continues to grow and reaches a maximum at \( t \approx 180 \) fs. At subsequent times, part of the wave packet returns to the cis ground state, while the excited state component exhibits recurrences between cis and trans conformations and partitions with the ground state.11,13,40

The observed recurrence is consistent with pump–probe experiments52 and is due to partial decay of the photoproduct into the vibrationally hot cis ground state.40 The observed dynamics in the absence of the control field is in agreement with previous simulations and shows that the model potential properly describes the isomerization reaction time and efficiency. We remark that the inclusion of dissipation due to coupling with a bath is expected to act on longer time-scales (>1 ps) and hence do not affect the results presented for the short-time process studied in this article.54,55

For further analysis, we characterize the dynamics of the cis–trans isomerization in terms of two parameters, including \( \text{t}_{\text{MAX}} \) and \( \text{P}_{\text{MAX}} \), shown in Figure 2. The parameter \( \text{t}_{\text{MAX}} \) is a measure of the isomerization time and describes the time at which the population of the trans \( S_0 \) state reaches the first maximum. The parameter \( \text{P}_{\text{MAX}} \) is a measure of the isomerization efficiency and corresponds to the trans population at time \( \text{t}_{\text{MAX}} \). As a reference, \( \text{t}_{\text{MAX}} \approx 180 \) fs and \( \text{P}_{\text{MAX}} \approx 0.60 \) in the absence of the control pulse (Figure 2).

In the presence of a control pulse with \( \epsilon_0 \neq 0 \) in eq 14, the nondiagonal element \( F_{01} \) couples the dressed ground state to the excited state, changing the topography of the potential energy surface. As shown in Figure 1, for a pulse with \( \omega_0 = 1.6 \) eV the diabatic dressed state crosses the excited electronic potential at \( \theta_{\text{LIP}} \approx 0.9 \) rad, hence, the effect of the light-induced potential (shown in the inset of Figure 1) is most important in the neighborhood of \( \theta_{\text{LIP}} \). Since the coupling between electronic states also depends on time via the pulse envelope function (eq 11), the effect of nonadiabatic dynamics also depends on the time delay of the control pulse relative to the initial vertical excitation. Figure 3 shows results of the trans \( S_0 \) population corresponding to different delay times of the control pulse. At negative time delays, when the control pulse precedes the initial vertical excitation, the wave packet crosses the \( \theta_{\text{LIP}} \) region before the coupling \( F_{01} \) is active, and, hence, the dynamics of the trans population agrees with the dynamics of the system in the absence of the control pulse (Figure 2), so

Figure 2. Time-dependent population dynamics in the absence of a control pulse. Highlighted in the figure are the parameters used to characterize the dynamics (\( \text{t}_{\text{MAX}} \) and \( \text{P}_{\text{MAX}} \)).

Figure 3. Time-dependent \( S_0 \) trans population dynamics in the presence of a 300 fs control field.
neither the isomerization time nor the efficiency are affected. However, as the pulse delay becomes positive, and the modulation of the PES via LIP precedes the wave packet propagation, the dynamics is strongly affected as shown by changes in the reaction time and efficiency. Note that for a pulse delay \( t_p = 100 \) fs, the isomerization time \( t_{\text{MAX}} > 400 \) fs—i.e., twice longer without the control field.

To better quantify the effect of the LIP on the dynamics, Figure 4 shows \( t_{\text{MAX}} \) and \( P_{\text{MAX}} \) as a function of the control pulse time delay \( (t_p) \). The results show that there is an optimal pulse delay time that is able to delay the excited-state isomerization by more than 200 fs, although for such a control pulse the isomerization efficiency is reduced by about 50%. Therefore, the effect of the control pulse is predicted to be quite significant and clearly verified by femtosecond laser spectroscopy.

To rationalize and interpret our findings on quantum control, we applied Floquet theory which provides valuable insights on reaction channels and effective dressed potentials. In the dressed-state representation, the effect of the control field corresponds to a change of the potential energy surface—i.e., a light-induced potential energy change in the vicinity of \( \theta_{\text{LIP}} \) (see the inset of Figure 1). The position of \( \theta_{\text{LIP}} \) is governed by the frequency of the control field. Therefore, it is possible to tune the position of the crossing between the surfaces by changing \( \omega \) and moving the LIP toward or away from the natural conical intersection. On the other hand, the coupling between the surfaces and hence the energy separation of the resulting avoiding crossing is controlled by the intensity profile of the pulse which defines the coupling \( F_{\text{LIP}} \). Note that the resulting LIP is time-dependent as defined by the pulse envelope.

Figure 5 shows the evolution of the LIP as a function of time. As the field turns on, the coupling intensity increases, and the energy difference between the two surfaces increases. After the separation between the two LIPs reaches a maximum value at \( t_f = t_p \), the coupling diminishes, and the PES recovers the same shape as in the absence of any control field. Note that the excited LIP generated by the control field (red surface in Figure 5) exhibits a barrier at \( \theta = \theta_{\text{LIP}} \) along the isomerization coordinate \( \theta \). Therefore, the LIP is an effective “trap” that hinders the evolution of the wave packet toward the natural CI for as long as the control pulse is active.

To demonstrate the “trapping” effect of the LIP on the dynamics of isomerization, Figure 6 shows the evolution of the diabatic excited-state density reduced to the reaction coordinate \( \theta \), as follows:

\[
\rho(\theta; t) = \int \Delta \rho(t') |\psi(t')\rangle \langle \psi(t')| \ dx
\]

The effect of a control pulse with \( t_p = 100 \) fs (Figure 6, panel a) is compared to the corresponding dynamics in the absence of a control pulse (Figure 6, panel b). In the absence of the field, the wave packet initialized in the cis configuration (\( \theta < \pi/2 \) rad) evolves freely toward the trans configuration (\( \theta > \pi/2 \) rad), rapidly escaping from the cis region within about 100 fs. In the presence of the control field, the dynamics is quite different. Before the wavepacket reaches the surroundings of \( \theta = \theta_{\text{LIP}} \) (marked with dotted lines in Figure 6), the dynamical evolution is the same as with no control pulse applied. However, as soon as the wavepacket enters the LIP region, it gets reflected in the excited-state surface and does not evolve toward the trans state. Note that since it takes about 80 fs for the initial wavepacket to reach the LIP, the control field is most effective when \( t_p > 80 \) fs (as shown in Figure 3). However, while the pulse is interacting with the system, some population leaks into the lower LIP (colored blue in Figure 5), reducing the efficiency of the process. After the pulse is over, the wavepacket continues the evolution to the trans region, exhibiting a significant delay time for isomerization and reduced efficiency of cis/trans interconversion.

From our analysis, it is clear that the underlying quantum dynamics of isomerization depends on the characteristics of the LIP and, hence, on the parameters of the control pulse. In this sense, the intensity of the pulse \( \epsilon_0 \) controls the adiabatic separation of the LIP potentials and, hence, modulates the efficiency of the process as determined by branching processes and recombination into the cis conformation. In addition, \( t_p \) defines the pulse width and determines the time period when the wave packet is influenced by the pulse. Thus, \( t_p \) is a control parameter that affects the isomerization process.
Figure 6. Time evolution of the reduced diabatic excited-state wave function (eq 25) for (a) a \( t_p = 100 \) fs control field and (b) no control field applied. Dotted lines correspond to the position of \( \theta_{LIP} \). For clarity, the wave functions are shifted vertically, and only the cis region is shown.

Figure 7 shows the effect of changes in the pulse time duration \( t_d \) on \( \tau_{\text{MAX}} \) and \( P_{\text{MAX}} \) as a function of \( t_p \). As expected

427 parameter that can be used to manipulate (e.g., delay) the excited-state reaction dynamics. Therefore, it is clear that the pulse parameters can be chosen to achieve control over \( \tau_{\text{MAX}} \) and \( P_{\text{MAX}} \).

429 Interestingly, while the isomerization time \( \tau_{\text{MAX}} \) is quite sensitive to the pulse duration, the yield defined by \( P_{\text{MAX}} \) can be quite comparable for pulses with different duration. For example, a pulse with \( t_d = 150 \) fs gives an efficiency of 0.7, comparable to the yield achievable with a pulse with \( t_d = 300 \) fs. To modify the efficiency of the process, however, we can tune the intensity of the field. Figure 7 shows that for a pulse with \( t_d = 300 \) fs, doubling the intensity parameter \( \varepsilon_0 \) increases the yield from 25% to 35%. Note, however, that increasing the intensity of the field can initiate other processes such as multiphonon absorption, ionization, and formation of free radicals that are highly reactive and modify amino acid side chains. None of these potential detrimental effects are included in the simple model Hamiltonian used in our study. Although the characterization of these processes would require the use of a more realistic model, our results serve to gain valuable insights on the underlying control mechanism and suggest that it should be possible to control the cis–trans isomerization of rhodopsin by rational design of control pulses.

4. CONCLUDING REMARKS

We have shown that the dynamics of cis–trans isomerization of rhodopsin can be simulated and controlled by the influence of moderately strong femtosecond pulses, as described by explicit quantum dynamics simulations. We found that the time evolution of the wave packet in the adiabatic Floquet state representation based on an empirical 3-state 25-mode model Hamiltonian can be strongly influenced by a long (300 fs) control pulse when applied with a delay time \( t_p > 80 \) fs, after photoexcitation of the system. We also found that it is possible to slow down the excited-state isomerization in a controllable way by simply changing the time delay of the control pulse. The underlying control mechanism is based on ‘trapping’ of the wave packet in the light-induced potential generated by the control field. Control for a wide range of pulses with different duration and intensity is demonstrated, showing that the duration of the control pulse is an important element in determining the amount of the control, whereas the intensity of the field controls the efficiency of the process. The reported results thus demonstrate the feasibility of manipulating the underlying ultrafast photoisomerization dynamics of a model optical pigment, as necessary for the development of ultrafast optical switches.

Finally, we conclude from the results presented in Figures 4 and 7, and the analysis in terms of dressed states, that the simple control technique investigated in this paper is only able to slow down the isomerization, not to speed it up, or increase the efficiency. To increase the efficiency or speed up the reaction, sequences of pulses might be necessary as previously shown for control of tunneling dynamics or control scheme based on pulse-shaping techniques or incoherent control. From our earlier discussion, the shorter the pulse the less significant is the extent of control over \( \tau_{\text{MAX}} \) and \( P_{\text{MAX}} \). Interestingly, while the isomerization time \( \tau_{\text{MAX}} \) is quite sensitive to the pulse duration, the yield defined by \( P_{\text{MAX}} \) can be quite comparable for pulses with different duration. For example, a pulse with \( t_d = 150 \) fs gives an efficiency of 0.7, comparable to the yield achievable with a pulse with \( t_d = 300 \) fs. To modify the efficiency of the process, however, we can tune the intensity of the field. Figure 7 shows that for a pulse with \( t_d = 300 \) fs, doubling the intensity parameter \( \varepsilon_0 \) increases the yield from 25% to 35%. Note, however, that increasing the intensity of the field can initiate other processes such as multiphonon absorption, ionization, and formation of free radicals that are highly reactive and modify amino acid side chains. None of these potential detrimental effects are included in the simple model Hamiltonian used in our study. Although the characterization of these processes would require the use of a more realistic model, our results serve to gain valuable insights on the underlying control mechanism and suggest that it should be possible to control the cis–trans isomerization of rhodopsin by rational design of control pulses.
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