Toward adaptive control of coherent electron transport in semiconductors

Fernando Solas, Jennifer M. Ashton, Andreas Markmann, and Herschel A. Rabitz
Department of Chemistry, Princeton University, Princeton, New Jersey 08544, USA

(Received 19 August 2008; accepted 14 April 2009; published online 1 June 2009)

This work explores the feasibility of using shaped electrostatic potentials to achieve specified final scattering distributions of an electron wave packet in a two dimensional subsurface plane of a semiconductor. When electron transport takes place in the ballistic regime, and features of the scattering potentials are smaller than the wavelength of the incident electron then coherent quantum effects can arise. Simulations employing potential forms based on analogous optical principles demonstrate the ability to manipulate quantum interferences in two dimensions. Simulations are presented showing that suitably shaped electrostatic potentials may be used to separate an initially localized Gaussian wave packet into disjoint components or concomitantly to combine a highly dispersed packet into a compact form. The results also indicate that highly complex scattering objectives may be achieved by utilizing adaptive closed-loop optimal control in the laboratory to determine the potential forms needed to manipulate the scattering of an incoming wave packet. An adaptive feedback algorithm can be used to vary individual voltages of multipixel gates on the surface of a solid state structure to thereby find the potential features in the transport plane needed to produce a desired scattering objective. A proposed experimental design is described for testing the concept of adaptive control of coherent electron transport in semiconductors. © 2009 American Institute of Physics. [DOI: 10.1063/1.3132782]

I. INTRODUCTION

Continuing technological advances allowing for the fabrication of tailored heterostructures and external surface gates raise the possibility of creating subsurface potentials with special shapes. With these crafted potentials, subsurface electron wave packets may be scattered or recombined forming a type of complex quantum mechanical electron “switch yard”. Electrostatic potentials can act as lenses to redirect incoming ballistic electrons in analogy with the use of optical lenses.1 The application of simple principles similar to those in optics provides a powerful means to identify the basic shape of potentials that can produce desired electron wave packet scattering patterns. The potentially complex outcome of quantum mechanical scattering with shaped potentials, however, indicates that introducing optimal design (control) techniques2 will likely be necessary to achieve highly structured scattering objectives. Ultimately expressing the problem in an optimal control framework would allow for obtaining the best possible scattering outcomes which take into consideration practical constraints on generating the potentials.

The proposed concept of adaptive control of coherent electron transport in semiconductors (ACCENTS) involves the creation of an adaptive closed-loop device, whereby the subsurface potentials can be changed in an iterative fashion to determine their optimal shape as sketched in Fig. 1. Such a procedure would be similar to the broadly successful use of adaptive control techniques to deduce the shape of ultrafast laser pulses for manipulating atomic and molecular quantum dynamics.2

In ACCENTS, an array of pixelated features with tunable time-independent surface voltages serve as the controls in analogy with the tunable pixels acting on frequency components in laser pulse shaping.3,4 One-dimensional electron reflection and transmission is highly sensitive to the shape of the static potentials,5 and optimal design techniques can identify potentials capable of producing the target reflection
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and transmission coefficients,\textsuperscript{6} parallel behavior with electromagnetic scattering of optimized dielectric materials has been considered.\textsuperscript{7–9} It was proposed that one can direct the motion of a two-dimensional (2D) incoming electron wave packet via an optimally designed electrostatic spatial potential to produce a predetermined final state.\textsuperscript{6} The present work illustrates that complex scattering outcomes may be achieved in two dimensions using special potential shapes guided by optical principles, and also considers some of the physical parameters and operating conditions for achieving laboratory realization of a test bed for ACCENTS (Fig. 2).

A key desire is that the scattering take place in the ballistic regime, which leads to several constraints on the choice of material, physical device parameters, and operating conditions. Ballistic electron transport occurs in high-mobility semiconductors when the phase relaxation time is longer than the momentum relaxation time.\textsuperscript{10,11} An important feature of operating in the ballistic transport regime is the ability to maintain electron phase coherence. There are two main sources of electron phase decoherence. The first is electron-phonon interactions, which typically dominates at high temperatures. Below \(\sim 30\) K, the most important phase decoherence mechanism in low dimensional systems is electron-electron collisions. Dephasing of 2D electrons in the ballistic regime was observed\textsuperscript{12} at 1.4 K using a modulation-doped 2D electron gas (2DEG) formed in the interface between GaAs and Al\textsubscript{0.3}Ga\textsubscript{0.7}As. The results showed that a phase coherence length of \(\sim 10\) \(\mu\)m was attained at an injection voltage of \(\pm 1\) meV. Operating at sufficiently low temperatures and low injection energies enables electron phase coherence for transport in the ballistic regime. In the 2DEG of high quality semiconductor heterostructures, ballistic transport can occur with a mean free path of up to several microns. Furthermore, the Fermi wavelength is large (30–80 nm) and can be comparable to the length of the electron transport channels. In the simplest case of ballistic transport in mesoscopic semiconductor structures, one may assume that electrons move from a source to a drain, through the active region without scattering, except from barriers inside the region or from the boundaries.\textsuperscript{10}

A 2DEG with ballistic carriers may be present not only in interfaces but also in atomically thin materials such as graphene,\textsuperscript{13,14} which has been operated with tunable potential barriers showing dominantly ballistic transport properties\textsuperscript{15} with theoretically predicted mean free paths of several hundred nanometers.\textsuperscript{16} Graphene is a particularly interesting material, since it exhibits suppression of backscattering.\textsuperscript{17}

Ultrafast pump-probe Ti:sapphire femtosecond laser pulses have been used to both launch and detect ballistic electrons in devices fabricated utilizing the 2DEG formed in GaAs/AlGaAs heterostructures.\textsuperscript{18} The time-resolved transport in one such device at 4.2 K and under magnetic fields was measured with a resolution of less than 5 ps. In the present case, however, tunable electrostatic potentials rather than magnetic fields are used to steer the wave packet. The actual detailed layered design and materials of the ACCENTS test bed is open at this point.

The potential felt by the electrons in a plane below the surface of the semiconductor is determined by the electrostatic field described by Poisson's equation, and the potential depends on the dielectric constants of the materials forming the layers of the heterostructure, the distance between the charged surface pixels, and many other factors. In order to optimize the shape and strength of the overall electrostatic potential felt by the electrons in the 2DEG, a large array of small pixels with independently controlled voltages needs to be created. The construction of such an array is a nontrivial issue. The array components could be produced using one of many possible fabrication methods, e.g., layer-by-layer etching, chemical vapor deposition, nanowires (e.g., carbon nanotubes), nanodots, etc. Nanodots may be created and charged using scanning tunneling microscopy. Another possibility is to use charge coupled devices to provide a homogeneous spatial charge pattern.\textsuperscript{19} For the laboratory realization of the test bed proposed in this paper, a method for the injection and detection of the electrons has to be selected.

Although there exists a number of possibilities for creating surface voltage arrays, some of these methods have extended three dimensional features, possibly restricting the subsurface potential shapes that may be constructed. For example, charged leads are extended and may distort the field from finely featured surface pixels. Thus, the choice of technology will play an important role in capability and flexibility for creating potential shapes. Ideally, the pixels would be on the nanometer scale but initial configurations could be more modest to illustrate the basic principles of ACCENTS. In practice, a key aspect of ACCENTS is its ability to operate optimally and possibly overcome construction exigencies as best as possible. The simulations presented in Sec. III assume there are no restrictions or limitations in regard to the shape of the potentials. A full simulation of ACCENTS is beyond the scope of this work, and simple potential shapes chosen \(a\ priori\) will be used guided by analogous optical principles.

This paper aims to illustrate the scattering capabilities of an ACCENTS device. In Sec. II, a quantum mechanical model is presented to describe the ballistic transport, scattering and phase coherence of an electron wave packet in the 2DEG at the interface of a semiconductor heterostructure. Section III presents scattering simulations with single poten-
tial barriers with concave and convex features. Section IV summarizes the findings and outlines additional future work on ACCENTS.

II. SCATTERING MODEL

Electrons in a 2DEG may be subjected to a potential \( V_0(x,y) \), resulting from donor ions or impurities and defects in the doped layers of the heterostructure. A separate potential \( V'(x,y) \), arises from the surface voltage pixel array. Thus, the total potential felt by an electron in the 2DEG is the sum \( V=V_0+V' \). In future work, adaptive control techniques will be applied to optimize \( V' \), allowing for more complex scattering outcomes than the simple simulations presented in Sec. III. The shape of \( V' \) may be restricted by practical considerations, hence limiting the available potential forms. However, in the present work, no restrictions are placed on \( V' \) so that \( V \) can also take any shape, if necessary by cancellation of by counter terms in \( V_0 \). Operation of ACCENTS under closed loop will seek the best form for \( V' \) to meet the posed objectives, possibly in cooperation with \( V_0 \) in some cases. Therefore, the following simulations consider only the arbitrary total potential \( V \). The Hamiltonian for the system is time independent with the form: \( H=(p_x^2+p_y^2/2m) + V(x,y) \).

High mobility 2DEGs in semiconductor heterostructures (e.g., GaAs/AlGaAs) have attractive properties. In practice, many complicating physical effects can be operative beyond those contained in the Hamiltonian above. As an initial study, a simple description is adopted here in which all the material effects are subsumed into the effective mass approximation. Thus, consider an electron of effective mass \( m \) described by the wave packet \( \phi(x,y,t) \) satisfying the time dependent Schrödinger equation,

\[
\frac{i\hbar}{\partial t} \phi(x,y,t) = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V(x,y) \right] \phi(x,y,t),
\]

with a specified initial condition \( \phi(x,y,0)=\phi(x,y) \). In Sec. III, the effective mass is \( m=0.067m_e \) corresponding to the GaAs material.

The scattering occurs in the \( xy \)-plane with total dimensions on the order of 5.0 \( \mu m \) in each direction. A grid of 512 \( \times \) 512 points was used to represent the potential and the wave function. All of the illustrations in Sec. III result from using an initial wave packet of Gaussian form,

\[
\phi(x,y) = \exp(ik_x x) \exp \left[ -\frac{(x-x_0)^2}{2\sigma_x^2} - \frac{(y-y_0)^2}{2\sigma_y^2} \right].
\]

The initial wave packet has the width \( \sigma_x=\sigma_y=150 \) \( \text{nm} \) and the wave vectors, \( k_x=72.6 \times 10^{-6} \text{ m}^{-1} \) and \( k_y=0 \), corresponding to motion in the positive \( x \)-direction. The wave packet has an associated energy of 3.104 meV, with a de Broglie wavelength of 86 nm, and the features of the scattering potential are on the same length scale. In all of the simulations the time step was 0.025 fs and the Schrödinger equation was numerically integrated using a Chebyshev propagator, which is an efficient long time propagator for time-independent Hamiltonian operators allowing the calculations to be performed in tens of minutes on commodity computer hardware.

The packet evolved for a sufficiently long time to carry it beyond the region where the potential \( V(x,y) \) had any significant magnitude. In all of the cases considered here, the potential is locally repulsive, \( V(x,y) \geq 0 \), centered at one or more specified locations in the overall scattering plane. Each of the potentials was of constant flat value within a domain boundary of shape \( \Omega(x,y) \) with a smooth Gaussian fall off of the form \( \exp[-d^2(x,y)/2\sigma^2] \) outside of the boundary. Here \( d(x,y) \) is the local distance normal to \( \Omega(x,y) \) and \( \sigma = 34 \) \( \text{nm} \), corresponding to a feature width which is within current photolithographic technology, although a reduction in resolution will likely occur in the subsurface transport plane. The barrier height was chosen to be less than the electron kinetic energy to permit a reasonable level of transmission and directional control over the scattering.

III. ILLUSTRATIONS

This section presents several simulations illustrating the nature of scattering outcomes that may be achieved using 2D potentials with local concave or convex features. The illustrations shown were chosen to especially point out that significant control over scattering may be achieved by even simple potential forms. Each figure shows the potential, the initial packet at \( t=0 \) and the final packet at a later fixed time \( T \).

A. Dispersive scattering

1. Single potential

The potential in this case is the rhomboid-type structure shown at the center of Fig. 3, with two distinct concave features on its transmissive side and a barrier height of 2.78 meV. Note that interpretation of potential features as being concave or convex is largely a matter of definition in relation to a chosen reference potential shape. Approximately 50% of the packet is transmitted to the right and the remainder is reflected. The main features of the scattering pattern shown at the final time of \( T=27 \text{ ps} \) have an accumulated probability density of 96%, with the remaining 4% spread rather evenly over the rest of the scattering domain. The concavity of the two aft lens features in the potential are important for creating the pair of transmitted, symmetrically located, focused packets to the right of the scattering potential. The principle of utilizing concave lens structures was found to be generally operative for this purpose in a variety of simulations. If the aft surfaces are flat or convex in the same location, then the transmitted scattering features are not as well focused.

2. Double scattering barriers

In this case, two potentials are included of the same general form as in Fig. 3 with their locations indicated in Fig. 4. The second potential was placed to lie in the path of one of the primary transmitted scattering features emanating from the potential of Fig. 3 and rising into the upper right portion of that figure. The latter portion of the wave packet was rescattered by the second potential, producing four pieces,
one of which contained 36% of the final probability density as shown in the lower right corner of Fig. 4. This latter complex packet is a superposition of a primary piece coming from the initial scattering potential and a secondary piece from the second potential structure, clearly illustrating quantum interference effects. Both potential barriers have a height of 2.61 meV, but the second barrier has an elongated aft component, and is rotated. This modifies the wave packet components transmitted through the second rhomboid so that their intersection with those from the first leads to the interferences seen in the lower right side of Fig. 3. Adjustment of the potential features can readily redirect the scattering flux pattern. Only a few alterations of the potential were required to tune the scattering patterns in a desired fashion; this behavior suggests that the closed-loop iterative operations in this example and the ability to rescatter against multiple potentials. This principle is explored further in Fig. 5 with a more complex single scattering potential having eight faceted lens features on its surface and a potential height of 2.61 meV. All of these potential facets are on the same length scale as the packet wavelength, on the order of 85–105 nm. Figure 5 shows the scattering pattern achieved after propagation for $T=30$ ps. The initial packet is split into eight distinct dominant features all having approximately equal probabilities ranging from 9.6% to 14.4%. A smaller back reflected peak is also evident containing ~1% of the probability. Considering the rich scattering pattern produced in this example and the ability to rescatter against multiple potentials, one of which contained 36% of the final probability density as shown in the lower right corner of Fig. 4. This latter complex packet is a superposition of a primary piece coming from the initial scattering potential and a secondary piece from the second potential structure, clearly illustrating quantum interference effects. Both potential barriers have a height of 2.61 meV, but the second barrier has an elongated aft component, and is rotated. This modifies the wave packet components transmitted through the second rhomboid so that their intersection with those from the first leads to the interferences seen in the lower right side of Fig. 3. Adjustment of the potential features can readily redirect the scattering flux pattern. Only a few alterations of the potential were required to tune the scattering patterns in a desired fashion; this behavior suggests that the closed-loop iterative operations in this example and the ability to rescatter against multiple potentials. This principle is explored further in Fig. 5 with a more complex single scattering potential having eight faceted lens features on its surface and a potential height of 2.61 meV. All of these potential facets are on the same length scale as the packet wavelength, on the order of 85–105 nm. Figure 5 shows the scattering pattern achieved after propagation for $T=30$ ps. The initial packet is split into eight distinct dominant features all having approximately equal probabilities ranging from 9.6% to 14.4%. A smaller back reflected peak is also evident containing ~1% of the probability. Considering the rich scattering pattern produced in this example and the ability to rescatter against multiple potentials.
tentials, as shown in Fig. 4, it is evident that various combinations of scattering potentials with simple features can create highly complex states from a simple Gaussian initial wave packet.

4. Featureless potentials

In all the cases above, only simple scattering principles analogous to those in optics were employed to intuitively determine potential shapes that can result in rich scattering structures. These principles rested on creating potential lens structures of a size on the order of the wavelength of the incident electron (~86 nm). The final example points out the significance of the latter principle by taking the limit of having a potential that is of a featureless lens shape but still of constant barrier height 2.875 meV. The potential is the slightly flattened circle shown in Fig. 6 where only single transmitted and reflected packets are evident. Starting with the eight-sided potential in Fig. 5, and increasing the number of facets while decreasing their size, will inevitably lead to a loss of control over the final scattering structure, as illustrated in Fig. 6. In between these limits, any variety of cases can be envisioned including, for example, adding a single faceted lens to the otherwise smooth potential in Fig. 6 to create a single additional scattering feature as desired, etc.

B. Spatially reconstitutive scattering

In each illustration in Sec. IIIA, a well-defined narrow incoming Gaussian wave packet was dispersed into a number of subcomponents, which were directed across the planar scattering region. The incident packet might have been generated by an ultrashort laser pulse to place it in the scattering domain with the appropriate kinetic energy. Other circumstances may be envisioned, where the initial wave packet itself has a highly complex form with various spatially dispersed components moving in distinct directions. Such initial wave packets might be formed by spatial-temporal shaped laser pulses or possibly from the scattering of multiple potentials as in Fig. 4. The present illustration suggests that it is, in principle, possible to create a suitable potential shape that may act to recombine a number of incoming packet portions into a single localized structure. The construction of such reconstitutive potentials nominally would require the introduction of optimal design adaptive feedback techniques inherent in ACCENTS due to the complexity of the task involved, which calls for taking into account the detailed nature of the initial dispersed packet. However, even without optimization, consideration of the dispersive scattering achieved with the octagonal potential in Fig. 5 may be reanalyzed to illustrate that this is possible, in principle.

Treating the final wave packet as the starting condition for Eq. (1) and marching backward in time from \( t = T \) to \( t = 0 \) will lead to a reconstitution of the initial packet shown in Fig. 6. Although this process is mathematically correct, in the laboratory one cannot run the clock backward in time. However, consider an initial wave packet \( \tilde{\phi}(x,y) \) of the form

\[
\tilde{\phi}(x,y) = \psi^*(x,y,T) = \text{Re} \psi(x,y,T) - i \text{Im} \psi(x,y,T). \tag{3}
\]

The assumption here is that the packet was created by some means such as a suitable spatiotemporal laser pulse with the net result being the complex conjugate of the scattering wave function at time \( t = T \) in Fig. 5. To illustrate the dynamics moving forward in time from \( t = 0 \) to \( t = T \) under the initial condition it is convenient to rewrite Eq. (1) in terms of its real and imaginary parts:

\[
\hat{h} \frac{\partial \text{Re} \psi(x,y,t)}{\partial t} = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V(x,y) \right] \times \text{Im} \psi(x,y,t),
\]

\[
-\hat{h} \frac{\partial \text{Im} \psi(x,y,t)}{\partial t} = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V(x,y) \right] \times \text{Re} \psi(x,y,t). \tag{4}
\]

Now consider working with the complex conjugate wave function \( \tilde{\psi} = \text{Re} \psi - i \text{Im} \psi \). The tilde is used to denote that the complex conjugate wave function is being used where the initial condition is \( \tilde{\phi}(x,y,0) = \phi(x,y) = \psi^*(x,y,T) \). It is easy to show from Eq. (4) that \( \tilde{\psi} \) satisfies

\[
\hat{h} \frac{\partial \text{Re} \tilde{\psi}(x,y,\tau)}{\partial \tau} = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V(x,y) \right] \times \text{Im} \tilde{\psi}(x,y,\tau),
\]

\[
-\hat{h} \frac{\partial \text{Im} \tilde{\psi}(x,y,\tau)}{\partial \tau} = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V(x,y) \right] \times \text{Re} \tilde{\psi}(x,y,\tau), \tag{5}
\]

where \( \tau = -t \). Consider time-reversal of the process in Fig. 5, starting from a state with four components on the right and several on the left and ending in a single wave packet after (time-reversed) scattering at the potential. Taking the potential away results in the wave function components intersecting each other without interaction and diverging from each other at later times. It is the insertion of the potential that combines these components into one spatially localized wave function.
would be subjected to optical design procedures and ultimately closed-loop adaptive control directly in the laboratory as indicated in Fig. 1, thereby demonstrating the basic configuration of ACCENTS. High degrees of focusing and steering of a wave packet can be achieved by simple concave or convex local lens structures forming the bounding surface $\Omega(x, y)$ of the scattering potential domain. The simulations indicate that highly structured scattering patterns may be created, provided that the potential lens features are of a size comparable to the wavelength of the incident electron.

In the proposed work on ACCENTS, the detailed shape of the potential $V(x, y)$ in Eq. (1) would be subjected to optimal design (i.e., through laboratory feedback) techniques such that the wave function $\psi(x, y, t)$ or its associated output current $j_\parallel(x, y, T) = \frac{\hbar}{m} \text{Im}[\psi^* \nabla \psi]$ either have specified spatial forms at a target time $T$ or integrated over time. There are two possibilities for measuring the scattering outcome of each potential configuration. The first is to determine the amount of charge that has arrived at a given point in space, up to time $T$, by integrating over the current $\int_{T=0}^{T} j_\parallel \cdot \hat{n} dt$, where $\hat{n}$ is a unit vector pointing along the direction of current collection. The second possibility is to control the temporal form of the current, calling for time-resolved measurements, which are more challenging experimentally. In either case, the simulations presented herein suggest that the application of adaptive closed-loop optimal control to ballistic electron transport in solid-state systems appears promising as a means to maintain electron phase coherence and to meet complex target wave packet distributions. The test bed for ACCENTS proposed in this work can be constructed in a hierarchical fashion starting with even a few simple surface gate forms before ultimately moving toward a full high density array.

This paper illustrates the rich nature of manipulating 2D quantum mechanical electron scattering dynamics in semiconductor heterostructures by means of the introduction of custom tailored electrostatic potentials. The potentials can be used to filter and/or modify both the phases and amplitudes of the Fourier (or other convenient representation) components of an incoming wave packet. Figure 5 shows that multiple scattering potentials can be positioned in such a way as to harness the power of quantum mechanical interference and use it to create final wave packets of desired composition. Reversing the process in Fig. 5 demonstrates that even highly complex initial wave packets may be controlled in their scattering by properly shaped potentials. The ability to use simple intuitive principles from optics to identify effective potential shapes is very encouraging. The next step is to express this process in an optimal control framework in order to obtain the best possible potentials including any constraints on their forms and faceted features and to achieve complex scattering outcomes for which the potentials cannot be determined by intuition alone. In the laboratory, a realization of this concept would arise from the creation of adaptive closed-loop devices as discussed in Sec. I and schematically illustrated in Fig. 1. Such a procedure is analogous to the broadly successful use of adaptive control techniques to deduce the shape of ultrafast laser pulses for manipulating atomic and quantum molecular dynamics. However, this proposal is distinct from traditional quantum control in that the controls are spatially dependent electrostatic potentials instead of time varying electric fields. Importantly, operation of ACCENTS takes into account the full control capabilities of the constructed device as well as an inherent potential structure $V_0$ in the solid state material. The adaptive closed-loop procedure will learn the best operations to either fight against or cooperate with this structure, as needed in order to reach the target objectives.

IV. DISCUSSION

In the illustrations presented in Sec. III, simple techniques guided by analogous principles from optics were employed to assess what might be achieved by applying optimal control directly in the laboratory as indicated in Fig. 1, thereby demonstrating the basic configuration of ACCENTS. High degrees of focusing and steering of a wave packet can be achieved by simple concave or convex local lens structures forming the bounding surface $\Omega(x, y)$ of the scattering potential domain. The simulations indicate that highly structured scattering patterns may be created, provided that the potential lens features are of a size comparable to the wavelength of the incident electron.

In the proposed work on ACCENTS, the detailed shape of the potential $V(x, y)$ in Eq. (1) would be subjected to optimal design (i.e., through laboratory feedback) techniques such that the wave function $\psi(x, y, t)$ or its associated output current $j_\parallel(x, y, T) = \frac{\hbar}{m} \text{Im}[\psi^* \nabla \psi]$ either have specified spatial forms at a target time $T$ or integrated over time. There are two possibilities for measuring the scattering outcome of each potential configuration. The first is to determine the amount of charge that has arrived at a given point in space, up to time $T$, by integrating over the current $\int_{T=0}^{T} j_\parallel \cdot \hat{n} dt$, where $\hat{n}$ is a unit vector pointing along the direction of current collection. The second possibility is to control the temporal form of the current, calling for time-resolved measurements, which are more challenging experimentally. In either case, the simulations presented herein suggest that the application of adaptive closed-loop optimal control to ballistic electron transport in solid-state systems appears promising as a means to maintain electron phase coherence and to meet complex target wave packet distributions. The test bed for ACCENTS proposed in this work can be constructed in a hierarchical fashion starting with even a few simple surface gate forms before ultimately moving toward a full high density array.

This paper illustrates the rich nature of manipulating 2D quantum mechanical electron scattering dynamics in semiconductor heterostructures by means of the introduction of custom tailored electrostatic potentials. The potentials can be used to filter and/or modify both the phases and amplitudes of the Fourier (or other convenient representation) components of an incoming wave packet. Figure 5 shows that multiple scattering potentials can be positioned in such a way as to harness the power of quantum mechanical interference and use it to create final wave packets of desired composition. Reversing the process in Fig. 5 demonstrates that even highly complex initial wave packets may be controlled in their scattering by properly shaped potentials. The ability to use simple intuitive principles from optics to identify effective potential shapes is very encouraging. The next step is to express this process in an optimal control framework in order to obtain the best possible potentials including any constraints on their forms and faceted features and to achieve complex scattering outcomes for which the potentials cannot be determined by intuition alone. In the laboratory, a realization of this concept would arise from the creation of adaptive closed-loop devices as discussed in Sec. I and schematically illustrated in Fig. 1. Such a procedure is analogous to the broadly successful use of adaptive control techniques to deduce the shape of ultrafast laser pulses for manipulating atomic and quantum molecular dynamics. However, this proposal is distinct from traditional quantum control in that the controls are spatially dependent electrostatic potentials instead of time varying electric fields. Importantly, operation of ACCENTS takes into account the full control capabilities of the constructed device as well as an inherent potential structure $V_0$ in the solid state material. The adaptive closed-loop procedure will learn the best operations to either fight against or cooperate with this structure, as needed in order to reach the target objectives.
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